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On February 6, 2000, mere weeks into the 21st Century, a collection of the
brightest minds considering the regulation of the digital world gathered at Stanford
Law School to discuss a cutting-edge question: Cyberspace and Privacy: A New Legal
Paradigm? Soon after, I purchased a copy of the Stanford Law Review containing the
writing that emerged from that symposium.2 (How quaint! A bound volume, made of
ink and paper!) Today this remarkable collection remains one of the most consulted
books in my collection, printed or digital. Even that early in the internet era, the
authors of those articles had already identified the outlines of the crucial issues that
continue to occupy us today. (And, indeed, continue to occupy them, since almost all
remain among the leading scholars specializing in internet-related topics).

Thirteen years later, questions about the emergence of a “new paradigm”
often relate to “Big Data” methodologies - the analysis of huge data sets to search
for informative patterns that might not have been derived from traditional
hypothesis-driven research. Big Data burst into general public consciousness within
the last year, and so did its implications for privacy. But the core practices of Big
Data go back to 2000 and earlier, albeit at scales somewhat less Big. By 2000, Google
had already refined its search algorithm by analyzing huge numbers of users’
queries. Transportation engineers already planned road improvements by running
simulations based on numerous observations of real traffic patterns.
Epidemiological research already relied on mass quantities of patient data, including
both health and demographic information. And, as demonstrated by Michael
Froomkin’s inventory of “privacy-destroying technologies” in the 2000 Symposium,
we were already experiencing massive data collection and inevitable subsequent
processing.3

Today’s Symposium, cosponsored by Stanford once more, asks whether Big
Data represents something entirely new for privacy. Well, leafing through the pages
of the 2000 Stanford Symposium, one encounters all the same debates that are
arising now in the context of Big Data - perhaps with a few twists, but still quite
familiar. This brief essay offers some examples.

[ have now heard a number of smart people suggest that treating personal
information as a species of property would address many concerns about Big Data.
The insights gleaned from Big Data analysis are valuable. They think propertization
would require those analyzing data to internalize privacy costs generated by their
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processing, give individuals leverage, or ensure that resulting windfalls are shared
with the people whose information contributed to the profit. We have had this
argument before. At the time of the 2000 Symposium, Pamela Samuelson aptly
critiqued a portion of the privacy debate as “a quasi-religious war to resolve
whether a person’s interest in her personal data is a fundamental civil liberty or
commodity interest.”4 Up to that point many commentators had similarly suggested
that conceiving of personal information as one’s property would be an attractive
way to secure privacy. There is an initial attraction to the idea. But at the 2000
Symposium and soon thereafter, a growing scholarly consensus joined Samuelson in
rejecting that notion. 5

Mixing property concepts with privacy concepts brought up doctrinal
complications. To begin with, IP regimes such as copyright exist to encourage broad
distribution of the underlying content, the very opposite purpose of privacy rules
intended to limit the audience for information.® Further, complex adjustments to
preserve speech interests and the public domain overwhelmed the simplicity of the
property model.”

At a deeper theoretical level, it wasn’t terribly clear what a property
rationale really accomplished. The “quasi-religious” dispute often turned on framing
without affecting substance. Certainly, as Julie Cohen pointed out in the 2000
Symposium and in much of her later work, the rhetoric of ownership has an effect. If
we talk about Big Data organizations “buying” personal information from the willing
sellers depicted by that information, we enshrine assumptions about consent,
knowledge, and utility that merit closer inspection.8 But as a matter of legal design,
simply calling an entitlement property does not make it any stronger. If the data
subject can bargain the right away, all that really matters is the structure of that
interaction - default rules, disclosure obligations, imputed duties. Regimes such as
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the European Union’s data protection directive or the HIPAA privacy rules impose
significant privacy obligations on data processing without calling the resulting
individual rights “property.” If | own my data but can sell it to a data miner (Big or
Small) by clicking an “I agree” button at site registration, then what difference does
that ownership make on the ground? [ encourage those who would turn to
ownership as the response to Big Data to read those 2000 Symposium articles first.

Another renewed debate that was already in full cry at the 2000 Symposium
relates to technological protections. Big Data is made possible by rapid advances in
computational power and digital storage capacity. Why not, smart people now ask,
use these same features to ensure that downstream Big Data entities respect
individuals’ preferences about the use of their data? Ideas like persistent tagging of
data with expiration dates or use restrictions are in vogue. Internet scholars such as
Viktor Mayer-Schonberger and Jonathan Zittrain emphasize the importance of
curtailing data permanence through a variety of measures including technological
ones.? And of course the European Union’s deliberation over a “right to be
forgotten” and California’s new “shine the light” law create incentives to design Big
Data mechanisms that allow inspection of identifiable data about individuals, and
deletion if they withdraw their consent for processing.

Unlike the propertization strategy, [ think this approach has some potential
merit, if it is backed by legal rules ensuring adoption and compliance. But nothing
about Big Data makes any of this a new concept. Zittrain certainly recognizes this,
because he was one of several speakers at the Symposium debating the potential of
“trusted systems” to embed privacy protection in the architecture of data systems.10
And Lawrence Lessig’s notion that “code is law” was a centerpiece of the debate by
2000.11 Proposals for trusted intermediaries or data brokers who handled
information with a duty to protect the data subject’s privacy interests were already
in wide circulation by 2000 as well. These types of techno-architectural responses
should be guided by history, such as the failure of P3P and the very slow uptake for
other privacy-enhancing technologies, all discussed in the 2000 Symposium.
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A third argument that has flared up with renewed vigor, fueled by Big Data,
asks how much speech-related protection might apply to processing of data.12 This
discussion relates to new regulatory proposals, particularly those that advocate
increased control at the processing and storage phases of data handling. These rules,
it is said, contrast with the collection-focused rules that now dominate privacy law,
especially in the US.

Once again, the seminal work was already happening in the 2000
Symposium. Eugene Volokh memorably characterized much of privacy law as “a
right to stop people from speaking about you.”13 Others in the Symposium took up
both sides of the argument.1# The speech aspects of Big Data activities resemble
very much the speech aspects of past data mining activities. While downstream
regulation may be more attractive, there is still no change in dissemination of
personal information. Neither its larger scale nor its lack of hypothesis should
influence application of First Amendment principles to Big Data. There is no more
speaking in Big Data than there was in Medium-Sized Data, circa 2000.

Finally, some discussion of Big Data emphasizes that, by its nature, the
subsequent processing of information is unpredictable. Smart people wonder what
this means for the consent that was offered at the time of initial collection. If the
purposes for which data would be used later could not be specified then, could there
be true consent from the data subject? In the European Union, the answer to this
question has long been: no. But under U.S. law, the notion of informed consent at
collection has been somewhat farcical for a long time. This point was brought home
by a recent study calculating that it would take the average person 76 work days to
read every privacy policy that applied to her.15

Yet again, however, the 2000 Symposium already understood the
disconnection between the complexities of data collection and processing and the
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cognitive abilities of an individual site user to offer meaningful informed consent.16
Froomkin explained the economics of “privacy myopia,” under which a consumer is
unable to perceive the slow aggregation of information in a profile, and therefore its
true privacy costs.17 If Big Data processing might be even more remote, then it might
induce even more myopia, but we would have the tools to analyze it from the 2000
Symposium. (If, on the other hand, one believes that Big Data may result in more
decisions and assumptions about an individual to her detriment - such as price
discrimination or insurance underwriting - then most likely those decision
processes ought to be regulated in themselves, through mechanisms modeled on the
Fair Credit Reporting Act or the Genetic Information Nondiscrimination Act.

These four examples are just examples. Each one - propertization,
technological measures, speech protections, and privacy myopia - presents
challenges for Big Data. But they are not fundamentally different challenges from
those that were debated in brilliant detail at the 2000 Symposium. To see how they
apply today one must substitute the names of some companies and update some
technological assumptions. But these cosmetic changes don't compromise their
theoretical core.

In the end, what is different about Big Data? Basically, that it is Big. The scale
of information collected and processed is considerably greater. In addition, the
ability to draw inferences from data has become steadily more sophisticated. So
there is more data and it is more useful. But by 2000 we already surrendered vast
quantities of personal information in our everyday life. It was already mined
assiduously in search of insights both aggregate and personalized. We were already
worried about all that, and already considering how to respond. [ don't mean to
suggest that the development of Big Data isn't important. | only emphasize that the
ways to think about it, and the policy debates that it generates, have been around for
along time. The 2000 Symposium remains highly relevant today - and that kind of
longevity itself proves the enduring value of the best privacy scholarship.
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