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Big Data: A Pretty Good Privacy Solution 
 

Ira S. Rubinstein* 
 
Introduction 
 

Big data—by which I mean the use of machine learning, statistical analysis, and other data 
mining techniques to extract hidden information and surprising correlations from very large and 
diverse data sets—raises numerous privacy concerns. A growing number of privacy scholars (myself 
included) have argued that big data casts doubt on the Fair Information Practices (‘FIPs’), which 
form the basis of all modern privacy law.1 With the advent of big data, the FIPs seem increasingly 
anachronistic for three reasons. First, big data heralds the shift from data actively collected with user 
awareness and participation to machine-to-machine transactions (think of electronic toll-collection 
systems) and passive collection (data collected as a by-product of other activities like searching or 
browsing the web).2 Thus, big data nullifies informed choice, undermining the FIPs at their core. 
Second, big data thrives on comingling and sharing large data sets to create economic value and 
innovation from new and unexpected uses, making it inimical to collection, purpose, use or retention 
limitations, without which the FIPs are toothless. Finally, big data seems to make anonymization 
impossible. Why? The amount of data available for analysis has increased exponentially and while 
much of it seems non-personal, researchers have shown that almost any attribute, when combined 
with publicly available background information, can be linked back to an individual.3 There is a large 
and growing literature on whether anonymization is no longer an effective strategy for protecting 
privacy4 and to what extent this failure makes it impossible to publicly release data that is both 

private and useful.5  
 

This indictment of the FIPs paints big data with a broad brush. And yet a moment’s thought 
suggests that not every big data scenario is necessarily alike or poses the same risk to privacy. Having 
reviewed dozens of big-data analyses culled from the lay literature, I want to explore whether they 
have distinguishing characteristics that would allow us to categorize them as having a low, medium, 
or high risk of privacy violations.6 In what follows, I offer a tentative and preliminary categorization 
of big data scenarios and their varying levels of risks. And I emphasize two supplemental FIPs that 
may help address some (but not all) of the riskier scenarios: first, a default prohibition on the transfer 
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of large data sets to third parties for secondary uses without the explicit, opt-in consent of the data 
subject; and, second, a broad prohibition on the re-identification of anonymized data, with violators 
subject to civil and/or criminal sanctions. This approach is partial and imperfect at best but perhaps 
offers a pretty good privacy solution for the moment.    
 
Discussion 
 

In a recent book explaining big data for the lay reader, Viktor Mayer-Schönberger and 
Kenneth Cukier describe dozens of scenarios in which big data analytics extract new insights.7 
Several of these scenarios are low-risk and raise no or minimal privacy alarms. As they observe, 
“Sensor data from refineries does not [contain personal information], nor does machine data from 
factory floors or data on manhole explosions or airport weather.”8 What about services using billions 
of flight-price records to predict the direction of prices on specific airline routes or popular web 
services using billions of text or voice samples and “machine learning” algorithms to develop highly 
accurate spam filters, grammar and spell checkers, and translation and voice recognition tools? These 
scenarios are low risk for several reasons: they mainly involve first-party collection and analysis of 
non-personal or de-identified data, they seek to improve or enhance devices or systems that affect 
consumers rather than specific individuals, and they involve either very limited or pre-defined data 
sets that are not shared with others. And the services have little incentive to re-identify individuals; 
indeed, they may have made binding promises to safeguard data security.  
 

If other risk factors are present, however, first party collection and analysis of limited data 
sets may be more troubling. Medium-risk scenarios occur when (1) the data is personal and/or the 
first party contemplates (2) sharing the data with a third party for secondary uses or (3) a broad or 
public data release. And yet it is possible to reduce the privacy risks in each of these cases.  
 

A good example of (1) is Google Flu Trends, which uses search engine query data and 
complex models for the early detection of flu epidemics. Although search queries are IP-based and 
therefore identifiable, Google safeguards privacy by aggregating historical search logs and discarding 
information about the identity of every user.9  
 

A good example of (2) is any smart meter system subject to California’s SB 1476, a recently-
enacted privacy law that “requires aggregators of energy consumption data to obtain consumer 
consent before sharing customer information with third parties; mandates that third parties may only 
have access to such data when they are contracting with the utility to provide energy management-
related services; stipulates that data be kept secure from unauthorized parties; and mandates that 
electricity ratepayers opt in to authorize any sharing of their energy consumption data for any 
secondary commercial purpose[s].”10 Absent such protections, utilities might be tempted to sell 
consumption data for analysis and secondary use by third parties for marketing purposes or to 
determine insurance risk. SB 1476 permits first party data analysis for operational purposes that 
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benefit both consumers and society while also addressing the risks associated with third party sharing 
for secondary uses.  
 

A good example of (3) is using anonymized geo-location data derived from GPS-equipped 
devices to optimize public transit systems. The analysis relied on a research challenge dubbed “Data 
for Development” in which the French telecom Orange “released 2.5 billion call records from five 
million cell-phone users in Ivory Coast. … The data release is the largest of its kind ever done. The 
records were cleaned to prevent anyone identifying the users, but they still include useful information 
about these users’ movements.”11 Locational data is highly sensitive and it has proven very difficult 
to achieve anonymization by removing identifiers from mobility datasets.12 However, the researchers 
who gained access to the Orange data set had to be affiliated with a public or private research 
institution, submit a research proposal for approval, and sign a data-sharing agreement.13 These 
agreements typically prohibit re-identification of the data subject and impose additional security and 
privacy safeguards such as audits, privacy impact assessments, and data destruction upon completion 
of the research.14 This contractual approach seems to finesse the “de-identification dilemma”15 by 
avoiding both Ohm’s Scylla (that anonymized data sets lack either privacy or utility) and Yakowitz’s 
Charybdis (that all useful research requires the public release of anonymized data sets).16 
 

High-risk scenarios occur whenever big data analytics result in actions taken regarding 
groups with sensitive attributes or affecting specific individuals. Mayer-Schönberger and Cukier 
provide several relevant examples such as startups that would determine a consumer’s credit rating 
based on “behavioral scoring” using rich social media data sets not regulated by fair credit reporting 
laws; insurance firms that would identify health risks by combining credit scores with various lifestyle 
data not regulated by any privacy laws; and the notorious Target incident, in which the firm used big 
data analytics to predict whether female shoppers were newly pregnant and then marketed baby-
related products to them, even though they may have delayed sharing this news with family 
members.17 Why are these high-risk scenarios? First, the data sets are large and heterogeneous, 
increasing the likelihood that analysis will reveal sensitive or intimate attributes, even though we think 
of the underlying data as non-personal. Second, the data comes from multiple sources, so individuals 
are unaware of how third parties collect, store or use it and therefore lack any ability to access their 
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data or control detrimental uses of inferred attributes. Third, when firms rely on big data analytics to 
infer sensitive attributes (creditworthiness, insurability, pregnancy), they often skirt regulations 
limited to the collection and use of specific types of personal data. Another problem is that these 
analytic techniques are imperfect and may result in erroneous or unfair decisions.18 In any case, the 
underlying privacy issues in high-risk scenarios are far more difficult to address: at a minimum, they 
require stronger default rules and perhaps a major shift in business models and new and innovative 
data frameworks.19  
 
Conclusion 
 

This short essay seeks to characterize big data scenarios according to their level of privacy 
risks and to identify supplemental FIPs that might help mitigate these risks. Whether this approach is 
worthwhile requires further study of many more scenarios and development of a more 
comprehensive set of risk criteria and supplemental privacy principles. A risk-based approach is at 
best a compromise. Yet is has the virtue of acknowledging that while the anonymous release of 
useful data is no silver bullet for privacy, neither is big data in all cases a poison pill. 
 

                                                 
18 See Kate Crawford & Jason Schultz, The Due Process Dilemma: Big Data and Predictive Privacy Harms (2013) 
(unpublished paper on file with the author). 
 
19 The World Economic Forum has published several reports championing a new business model based on 
personal data stores (PDS); see http://www.weforum.org/issues/rethinking-personal-data (last visited June 25, 
2013). For a privacy-protective implementation of PDS, see Y.-A. de Montjoye, et al., On the Trusted Use of Large-  
Personal Data, 35 IEEE DATA ENG. BULL. 5 (2012). 

http://www.weforum.org/issues/rethinking-personal-data

