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The pros and cons of big data are the subject of much debate.  The “pro” side 

points to the potential to generate unprecedented new knowledge by gathering, 

aggregating, and mining data, knowledge that can be used for everything from earlier 

detection of drug side effects to better management of electricity and traffic.
1
  The “con” 

side says that big data raises privacy issues. 

To talk about a big data privacy problem, however, is far too imprecise.  In this 

context, the concept of “privacy” stands for a diverse set of interests.  In order to evaluate 

those interests, weigh them against competing interests, and design appropriate regulatory 

responses, we need to disentangle them. 

Consider the problem of online behavioral advertising, that is, the targeting of 

advertising based upon one’s prior online activity.  Perhaps the problem with behavioral 

advertising is that the tracking technologies that make such advertising possible cause 

users to feel surveilled as they go about their business, online or off.  The problem could 

also be that stored tracking information might be revealed, to acquaintances or to the 

government.  Alternatively, it might be the targeting itself that is the problem, and that 

there is something wrong with using tracking information to determine what 

advertisements a person sees. 

Similarly, think about the story of Target, which apparently computed a 

pregnancy prediction score based upon its customers’ purchases and used this score to 

determine to whom to send coupons for baby products.
2
  Maybe it makes Target shoppers 

“queasy” to think that Target is able to predict whether they are pregnant, or even to think 

that Target is trying to do so.
3
  Target’s practices might also lead to inadvertent 

disclosure, as when a father supposedly learned of his daughter’s pregnancy for the first 

time from seeing the coupons Target sent to her.
4
  Perhaps it is a problem for pregnant 

women to get different offers than non-pregnant women.  While there might be nothing 

wrong with targeting baby products to the people who might actually buy them, perhaps 

differing offers for other products, or on the basis of other predictions, might be more 

problematic. 

In the context of big data in particular, it is helpful to think not just in terms of 

privacy in general, but in terms of specific privacy threats.
5
  When faced with a big data 

practice, the key question is: “How could this go wrong?”  Even for a single practice, that 

question has many potential answers. 
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One can conceive of at least three broad categories of big data threats: 

surveillance, disclosure, and discrimination.  By surveillance, I mean the feeling of being 

watched, which can result from the collection, aggregation, and/or use of one’s 

information.
6
  The feeling of being surveilled might be an intrinsic problem, akin to 

emotional distress.  It might also be a problem because such a feeling can affect how 

people behave, if people start to think twice about the things they do, read, or search for.
7
  

On this account, one problem with pervasive web tracking is the possibility that people 

will avoid certain searches or certain sources of information, for fear that doing so 

inevitably reveals interests, medical conditions, or other personal characteristics they 

would rather remain hidden. 

The feeling of surveillance can arise from the mere collection of information, as 

when visits to sensitive websites are tracked.  As in the Target example, however, it can 

also arise from the particular form of processing being done to the data.  Presumably any 

unease that customers feel from receiving baby products coupons comes from feeling that 

Target “knows” about their pregnancy, rather than from knowing that Target has 

recorded a list of their purchases.  Thus, it can be the data mining itself or the 

characteristic being mined for that converts a mere collection of information into a 

feeling of surveillance. 

Other problems can be conceived of as problems of disclosure of data outside of 

the context in which it was collected.  One disclosure threat might be the nosy employee 

who looks up people he knows in a corporate database.  Another might be an identity 

thief who successfully hacks into a database.  Problems of insecurity are in this sense 

problems of disclosure.  Less maliciously, information might be revealed to people who 

happen to be nearby and see the ads on another person’s computer.  Similarly, as in the 

Target example, people in the same household might see one another’s mail.  Disclosure 

to the government is a different potential threat.  Government as threat is also not a 

monolithic one, and could encompass everything from a rogue government employee to a 

systematic campaign that harasses people on the basis of lawful activity. 

Other big data problems are problems of discrimination, that is, treating people 

differently on the basis of information collected about them.  Again, there are many 

different kinds of discrimination threats.  The most obvious might be trying to predict 

membership in some protected class, such as race or religion, and then discriminating on 

that basis.  Some might further object to any discrimination that is correlated with a 

protected characteristic, whether or not it forms the explicit basis for the targeting.  

Consumers, however, seem to also have a visceral reaction against certain forms of price 

discrimination, even when based on nothing like race or religion.
8
  The ability of big data 

to result in highly personalized pricing seems to be a source of concern for many. 

Personalized persuasion is another form of discrimination enabled by big data that 

might be problematic.
9
  The idea here is that rather than simply altering the price or 
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product being sold, the advertiser alters the sales pitch itself so as to best exploit each 

individual’s own cognitive biases.
10

  Big data may make it more possible to identify 

widely shared biases, and this might already be a source of concern.  Even if we are 

willing to tolerate the exploitation of widely shared biases, however, the exploitation of 

individual biases raises additional concerns about an imbalance of power between 

advertisers and consumers. 

Lack of transparency can in some ways constitute a fourth category of threats.  

Without transparency, individuals may find themselves feeling stuck in a world in which 

consequential decisions about them are being made opaquely, thereby inducing a sense of 

helplessness.
11

  That feeling, distinct from the feeling of being surveilled, might itself be 

a problem with big data. 

On the other hand, transparency might also be understood as a tool to mitigate 

some of the other threats identified above.  Appropriate transparency could, at least in 

theory, make it possible for individuals to choose to deal with companies that minimize 

disclosure risks.  Transparency could also diminish the effectiveness of personalized 

persuasion, again at least in theory. 

Even though the word “threat” implies that there is something problematic about 

the occurrence of the threat, in speaking about threats, I am not necessarily arguing that 

everything laid out above should in fact be a cognizable threat.  One could, for example, 

hold the view that certain types of discrimination are perfectly acceptable, even desirable.  

Similarly, some might argue that some of the negative consequences of big data that I 

have described are not privacy problems at all, but problems of a different sort.
12

  In this 

brief essay, I am not trying to delimit the boundaries of privacy versus other types of 

harms. 

Nor does distinguishing among threats necessarily mean we need distinct 

regulatory responses.  The threat of discrimination might be dealt with by restricting the 

practice, but it may be far easier to regulate the collection of the relevant information than 

to detect its misuse. 

My goal here instead is simply to catalogue some of the different things that 

people mean when they say that there is a privacy problem with big data.  Doing so helps 

to frame the big data privacy analysis better.  It can help us determine when tools like de-

identification can be effective at balancing privacy and utility,
13

 and it can help us 

determine in what contexts the benefits outweigh the burdens of big data analysis. 
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