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Abstract

Privacy guarantees hold considerable potential for expanding the toolbox of instruments of Competition and Data Protection Authorities and for improving the effectiveness of supervision. This paper introduces to concepts such as anonymity (identifiability), pseudonymity, depersonalization, differential privacy, among other concepts. For Data Protection Authorities, it is discussed how these concepts can be used to determine the scope of supervision. Moreover, I elaborate on how Competition Authorities can use these concepts in merger cases. The paper is intended to bridge the existing gap between academic concepts and practical policy-making. It suggests a more rigorous approach to supervision in order to deal more effectively with firms that use Big Data and personalization in competition.
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I Introduction

Information asymmetries are a key ingredient for competition. Between rival firms, they ensure the protection of a company’s valuable trade secrets and induce uncertainty about the competitor’s next movements or innovations. Between firms and consumers, information asymmetries uphold informational rents derived from an economic transaction. Moreover, they imply uncertainty about a customer’s switching intentions. This induces market discipline in competition – at least to a certain extent – as it is uncertain under what conditions a firm’s customers might migrate to the competitor, providing an incentive to serve them better.

The increasing production and analysis of massive amounts of structured and unstructured data sets (so-called Big Data), however, has the potential to change this picture. Big Data tilts the information asymmetries that existed in the past, not only between competing firms and firms and consumers, but also between firms and supervisors. This poses a major challenge for the latter.

There are three major trends observable: First, an increasing number of firms employ methods such as machine learning and data mining for analyzing Big Data. Secondly, the analyses allow that more and more goods and services become personalized (smart cars, smart energy, and smart medicine, to name but a few). Same will be observable soon in the area of pricing, as an increasing number of firms employ personalized pricing strategies.

The increasing complexity of the analytical methods used in firms creates transparency challenges. Firms will be able to monitor consumer and rivals much better than in the past. If open markets, competitive pressure and consumer protection as policy targets are to be furthered, we need to discuss how some of the recently developed privacy guarantees can be utilized as tools for upholding information asymmetries needed to ensure competition.

The focus here is the deployment of analytical methods upholding information asymmetries in practical policy-making for supervisory authorities. The biggest promise of the new methods is their measurability. It is now formalized how ‘personal or identifying’ data traces are and in addition, we can formally state how much information is lost, once de-personalization methods are applied.

This paper is structured as follows: First concepts such as anonymity (and identifiability), pseudonymity, de-personalization, differential privacy and multi-party computing are introduced and explained in a way geared towards a general audience. Next I elaborate
on how Data Protection Authorities (DPAs) and Competition Authorities (CAs) can use the aforementioned concepts. Certain matters of importance, however, have to be excluded for brevity. These are aspects related to the types of attacks, which some observers say are merely a *theoretical* possibility. This plays a role, when the robustness of privacy guarantees is discussed.

The new methods hold considerable potential for improving supervisory policies as they allow DPAs and CAs to employ them as additional tools for supervision. Oversight will fail, if we do not start to find much better methods and procedures in supervising institutions that employ Big Data technologies and analytics.

II Privacy Guarantees as Policy Tools

The term ‘privacy guarantee’ is used herein to subsume a variety of concepts that create, reduce or uphold information asymmetries with respect to personal information compiled in databases of firms. The terminology varies and some definitions are subject of dispute. A selection of definitions is presented in the Annex. In general, there are the following families of techniques: (1) Pertubative methods such as randomization (including noise addition, permutation or differential privacy) and clustering; and (2) non-pertubative methods such as generalization (including aggregation and k-anonymity) as well as pseudonymization, see Article 29 Data Protection Working Party (2014).¹ Each of these have strengths and weaknesses with respect to risks related to singling out, linkability and inference. Some guarantees, e.g. differential privacy, are only useful, when global population statistics are computed and are less useful when the intended use is extracting information on individuals (MIT 2014: 39).

The anonymity (or privacy) provided by a system is stated in the guarantee mechanisms a firm deploys in data management, IT security policies set aside for this context. The guarantees relate to data quality and quality of queries on databases. Thus, the concepts relate (1) to data management differences between firms; and to (2) the data quality in their databases. Consider two firms, A and I, both compiling data on individuals. Firm A states it anonymizes data and provides non-personalized services, whereas firm I collects personal information and provides personalized services (see Fig. 1).

There is a degree of differentiation between both firms, which can be captured by the spectrum of identifiability of subjects in the databases of each firm. Whereas pool A

---

¹ There are now variants of k-anonymity to reduce inference attack risks, including l-diversity and t-closeness.
represents an anonymity set, where subjects cannot be distinguished from each other,\(^2\)

pool I hosts subjects that are identified.

**Fig. 1 Differentiation Degree in De-personalization**

There are four concepts mentioned here that denote the ‘degree of differentiation’ on the horizontal identification (anonymity) spectrum: depersonalization (anonymization), pseudonymity and identifiability or uniqueness.\(^3\) Such a differentiation degree can also be found in competing firms that personalize services, where one firm applies more privacy-friendly techniques than the other.

It is well-known that DPAs can apply these concepts for a determination of the scope of supervision. This will be explained in greater detail below. Authorities in charge for enforcing legislation relating to unfair commercial practices can use the ‘degree of differentiation’ spectrum to prosecute any misleading promises of firms regarding anonymization of data.\(^4\)

For CAs, differentiation degrees could be important for several reasons. For example, in merger cases, authorities need to define the relevant market (product-wise, geographic and temporal), before assessing dominance and its anticompetitive effects. If a merger creates or strengthens a dominant position stifling competition, it might be prohibited. Databases play a critical role in the merger of data-intensive firms or in evaluating the abuse of a dominant position. Again, this will be discussed in greater detail below. For ease of overview, the different responsibilities of the authorities are summarized in Table 1.

---

\(^2\) Let us assume for now that it is possible to achieve robust anonymity.

\(^3\) Uniqueness describes how ‘identifying’ a data trace is within a given set of data, i.e., how many data points are needed to achieve uniqueness.

\(^4\) Falling short of privacy promises has already been subject of contention in a number of cases, e.g. in Federal Trade Comm’n v. Wyndham Worldwide Corp., Case No. 14-3514 (3rd Circuit, Aug. 24, 2015).
Table 1 Overview of Legislative Frameworks: United States and Germany

<table>
<thead>
<tr>
<th></th>
<th>Competition</th>
<th>Data Protection</th>
<th>Unfair Commercial Practices Act</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>Bundeskartellamt</td>
<td>Data Protection Authorities</td>
<td>Market participants (Gesetz gegen den unlauteren Wettbewerb)</td>
</tr>
<tr>
<td>Goal</td>
<td>Protection of competition</td>
<td>Protection of personal data and individual privacy rights</td>
<td>Protection of consumers from unfair commercial practices</td>
</tr>
<tr>
<td>Activity fields</td>
<td>Horizontal arrangements</td>
<td>Data protection</td>
<td>Unfair and deceptive acts and practices</td>
</tr>
<tr>
<td></td>
<td>Vertical arrangements</td>
<td></td>
<td>Trade secrecy leakage</td>
</tr>
<tr>
<td></td>
<td>Abuse of dominant position</td>
<td></td>
<td>Pyramid schemes</td>
</tr>
<tr>
<td></td>
<td>Price discrimination</td>
<td></td>
<td>Misuse of templates</td>
</tr>
<tr>
<td></td>
<td>Merger Control</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


2.1 Privacy Guarantees as Policy Tools for Data Protection Authorities

Reviewing the data management practices in firms is part of the DPAs daily business. Once a DPA conducts an audit, the company under scrutiny presents it with the de-personalization techniques deployed. In order to guide firms, several DPAs have published guidelines on anonymization methods (see for an example, UK Information Commissioner 2012). Herein, it is proposed to take this approach further as a combination of methods of depersonalization (anonymization) and identifiability metrics will render a more comprehensive picture about a firms’ data procedures. While the first guarantees a specific level of privacy, *identifiability metrics* should be applied to evaluate the *result* of such a mechanism. Note that ‘identifiability’ links back to the legal term used in the definition of ‘personal information’ (Article 29 Data Protection Working Party 2007: 12). It is a threshold condition to determine whether information falls under the definition of personal information.

Depersonalization and the Scope of Law

It is by now empirically well established that it is very hard to achieve robust anonymization (de Monjoye et al. 2013; de Montjoye et al. 2015, de Mulder et al. 2008; Narayanan and Shmatikov 2008). For DPAs the new concepts have the following implications: first, it is now possible to formally quantify the identification degree of
information and secondly, it is possible to define that sets of a particular identification degree come under supervision.

**Privacy Guarantees for On- and Off-side Supervision**

While more and more firms use Big Data analytics, DPAs are chronically understaffed and under-funded. Therefore, it is worthwhile to explore how privacy guarantees can be used for off-site and risk-based supervision, for a more effective monitoring of industry players and as commitment device. The proposal is *not* meant to be a substitute for the current supervisory practices, but rather technical support to organize on- and off-site supervision in DPAs more effectively. A side-effect is that DPA and CAs could develop a harmonized way of interacting in cases of competition. The proposed approach has three main pillars:

1. More rigorous deployment of privacy metrics related to privacy guarantees;
2. A reporting mechanism for (selected) companies; and
3. Analysis and integration of statistics into practical work of supervisory authorities.

First, metrics ought to be employed far more rigorously than in the past. An authority is now in the situation, where it can measure the *identification power of data*. It can quantitatively evaluate the quality of the outcome of the deployed de-personalization techniques in a firm, which might be often combinations of methods. Measurement allows the tracking of metrics. The basis are these two related considerations: (i) Data sets that are robustly anonymized are not under the scope of the Data Protection Law and thus the supervision of the DPA;\(^5\) and (ii) data sets of a particular identifiability degree will come under the scope of the law and supervision.

In order to deploy metrics, the authority may either analyze the entire dataset of a given firm or – more realistically – samples of the data. Moreover, the approach should be employed for the total of datasets available and potentially linkable within a firm.\(^6\)

Second, while evaluating privacy guarantees in firms is part of a DPAs daily business, a metrics-based approach allows the setup of a monitoring mechanism that dynamically provides metrics over an application programming interface (API). This has to be

---

5 This can be qualified at times, see Article 29 Data Protection Working Party (2014).

6 For example, one energy provider stated on a conference in Berlin recently that it ‘discovered’ about 80-90 different databases on customers. Until that respective research, there was no unified view on how many customer databases existed within the company.
mindful of any security matters of such reporting. If policymakers opt for a reporting mechanism, they would have to set up reporting thresholds as done in credit reporting systems (see also Jentzsch 2007) as well as standardized reporting formats. Notification thresholds could be defined by a combination of criteria such as company revenues, number of users, and/or the identifiability degree (depersonalization degree) of the data. It might also only capture the most relevant firms in a specific industry or specific cases such as in merger procedures (discussed below).

Thirdly, such reporting enables the monitoring of firms that start to compile large amounts of user data. Potentially, DPAs can fine-tune policy advice by adjusting degrees of identifiability. DPAs could track in real time changes in firms or the industry. This can support and strengthen their supervisory capacity and develop it into a more systematic instead of the currently used ad hoc approach. For example, if identifiability of data strongly increases in a firm, DPAs could opt for reviewing data collection practices and promises made towards the consumer.

There are a number of open issues. First, a reporting standard would have to be defined, especially if firms use combinations of procedures. Secondly, we have no comparative metric for the breadth of data compiled on individuals, i.e., how many attributes on individuals are collected. This is an important void: There is a major trend towards compiling an increasing variety of different variables (labels) on individuals such as behavioral and biometric data. Moreover, there are metrics on ‘linkability’ of data sets, but not on sensitivity of data, which is often context-specific. A well-defined body of metrics may be used by DPAs and CAs alike.

2.2 Privacy Guarantees as Policy Tools for Competition Authorities

Competition in digital markets represents a major challenge for traditional competition oversight (Jentzsch 2016). Digitalization affects all fields of oversight, including horizontal and vertical arrangements, abuses of dominant position and merger control (see also Autorité de la concurrence and Bundeskartellamt 2016; Competition and Markets Authority 2015). In the following, I focus on merger control and on reaching/abusing a dominant position. Several takeovers in the past have raised concerns regarding the interplay of consumer privacy and competition. Among those the most notable are the Google/DoubleClick Case of 2008, the FaceBook/WhatsApp Case of 2014 and most recently Microsoft’s proposed purchase of LinkedIn. The

7 There are a number of examples such as Google’s Pixel Smartphone using FPC Tech, Jawbone Fitness Trackers using biometric sensors, Facebook’s facial recognition technology, as well as Apple Pay using fingerprint scanners.
European Commission has now indicated that it changes policies regarding the merger of data rich-companies.\(^8\)

**Merger Control: Thresholds of Notification of Data-rich Mergers**

Under the current legal framework, it is the annual turnover of the combined businesses, which needs to exceed specific thresholds in order to oblige companies to notification. In Germany the transaction volume was recently added to account for notification of mergers in cases, where turnover does not reach the notification threshold.\(^9\) To ensure that smaller, but data-rich mergers are captured as well as envisioned by the Commission, the number of active user/customer profiles should be added, as well the differentiation power of information (identifiability).

**Replicability of Datasets and Patented Technologies**

In the past, is has been stated that Big Data in itself is not a problem, but once data are unique and not easily replicable, competition could be stifled.\(^10\) Traditionally, CAs would evaluate whether two firms are direct competitors and if the merged entity commands market power post-merger. Purchasing a competitor with a similar set of data seems to not be the dominant mode of expansion in digital markets. Mergers here are often intended to increase the variety in the data portfolio a firms holds by adding complementary data sets or analytical tools. If data sets act as key input into downstream offerings and are not easily replicable, they may constitute a market barrier.

A merger of data-rich firms not only facilitates the merging of two databases, but of any databases the merging entities hold given that privacy policies can be changed any time as currently the case. Two examples illustrate this. In 2012, Google changed its Privacy Policy to merge user data from YouTube, Gmail, Google Plus, Google search and essentially alsoDoubleClick (Dutch Data Protection Authority 2013). The second example is FaceBook’s policy change in 2016 regarding using WhatsApp data for ad

---


\(^9\) Reform of the Act against Restraints of Competition (Competition Act – GWB) in Germany.

targeting. We can safely assume that the more data is linked together, the more useful it is and the more unique it becomes (Hardy 2015).

Three points can be made: (1) The portfolio of linked databases of these companies cannot be easily replicated by competitors; (2) the sheer size in data volume, i.e. the number of users, matters in particular when sparse datasets are compiled (de Fortuny et al. 2013); and (3) there may be also exclusivity in access to analytical techniques that either help to produce the data or that are used to analyze it, and these are in many cases patented technologies including algorithms.

Note that in ReedElsevier-ChoicePoint (2008), the Federal Trade Commission argued that the combined companies provided a unique combination of quality of data (breadth and depth) and analytics that other firms would not have, which disables effective competition. In that case, however, data products were directly sold to buyers.

Dominant Position and Information Concentration

In digital competition, a dominant position in the market is gained by reaching scale in terms of data volume, scope in terms of data variety and precision in terms of analytics, apart from the other key aspects such as an innovative product or service innovation. Dominance itself is not a problem, but its misuse to avert competition. Misuse exists if a dominant company raises prices or reduces product quality or output. Such actions lower economic welfare compared to a level existing in a competitive market. But what CAs typically look for, price hikes, quality deterioration or innovation decline might be of less importance in today’s digital markets. Rather firms that expand will typically improve product or services quality for users and third parties like advertisers. They will also improve on micro-targeting precision, dynamic profiling of individuals and personalization of products and prices.

Same must not hold for the privacy conditions in the term of trade. In fact one of the main questions is whether deterioration in privacy conditions constitutes an abuse of

---


12 For example, FaceBook secures a creditworthiness-analysis method in Patent US 9100400 B2 (“Authorization and authentication based on an individual's social network”), moreover, Google holds a patent on “Systems and methods for promoting personalized search results based on personal information” (US 8620915 B1).

13 Although such cases exist, it is rather rare that prices of freemium products are raised post-merger. Moreover, quality typically improves due to increased personalization of products and/or services and across the firms’ portfolio. Finally, innovation is often likely to increase as personal data can be used across the firms’ portfolio, it is not factor-specific.
market power. Such a case is currently under review at the German competition authority (Bundeskartellamt) with respect to FaceBook.

The dominant position allows the imposition of trading conditions that enable information bundling and tying, such as the aforementioned merging of different databases. While there will be efficiency gains, we cannot automatically assume that increased targeting precision always benefits consumers (Ghose and Huang 2009, Jentzsch et al. 2013). Depending on the context, personalization may reduce churn, raise switching costs and shift informational rents away from consumers. If there is no competitor holding the same amount and variety of data matching the data portfolio and analytical precision of the dominant firm, competition may in fact be stifled.

**Protecting Competition by Adding Noise**

Instead of relying on privacy promises by firms in lieu of a merger, CAs should condition a merger of data-rich firms on provable privacy guarantees. These guarantees would have to be specified in detail and in compliance with the Privacy Policies of the respective firms and act as commitment device. Depending on the context, different techniques and combinations thereof could be used such as randomization and/or generalization, preventing the linkability of the data, for example. These privacy guarantees could be dynamically monitored using the same mechanism as proposed above for DPAs. Such a mechanism would preventively avert any post-merger actions that are not aligned with pre-merger promises.

In Germany, there are already rules on the admissibility of the transfer of personal data in merger cases, although primarily related to the personal data of staff of the involved firm. Here, it needs to be evaluated whether any transfer of anonymized, pseudonymized or statistically aggregated data on staff ought to be transferred in due diligence procedures (Grimm 2012).

In the U.S., the FTC took action against Google, FaceBook, MySpace and others stating that these companies “deceived consumers by making commitments to limit data sharing practices and then made changes to those practices.” (MIT 2013: 7). It is reported that each of these companies are now (as a result) under a 20-year consent decree with the FTC, which requires the creation of elaborate privacy procedures and subjects them to biannual audits. In applying a more nuanced and formally provable approach, it can be ensured that companies can extract some value from their data sets (such as usage patterns, etc.), without compromising individual privacy or excessively linking datasets at the individual level, creating a multi-sided platform challenge for competitors.
In the era of Big Data, new tools for a credible market supervision need to be employed. Competition policies are intended to protect competition on behalf of the public. Information asymmetries are necessary for competition and data protection and privacy guarantees are critical for information asymmetries. Seen this way, they are critical for ensuring competition in digital markets.

Using privacy guarantees for supervision provides an incentive for firms to use de-personalized information to a greater extent in order to avoid scrutiny by supervisors. Moreover, such deployment could spur investments in the development of more efficient privacy guarantees and mechanisms.

It is argued that authorities in charge for data protection, unfair commercial practices and competition could use privacy guarantees more effectively. It is clear, though, that competition and data protection authorities would have to work together in a far more integrated way. The devil, as always, is in the detail. Considering today’s firms, we are faced with differing ‘publishing’ scenarios, data types and dimensions, and database architectures. Moreover, there are many different metrics in development and experimentation phase. However, as more economic transactions move online, and more objects become inter-connected, we need to discuss effective approaches that align the protection of consumers and the protection of competition.

The presented approach has some key advantages: it furthers consumer privacy by limiting privacy harm, puts a spotlight on guarantees as commitment device and upholds information asymmetries needed to keep competition open.
Annex

**Anonymity** Anonymity of a data subject means that the subject is not identifiable or uniquely characterized within a set of subjects, the anonymity set (Diaz et al. 2002, Pfitzmann and Hansen 2010, with modifications by the author). Anonymity denotes the absence of a differentiation degree or the possibility to single out a specific individual.

**k-anonymity** This concept is a privacy requirement on released data. A released set of data is said to be k-anonymous if the information for each person contained in the released set cannot be distinguished from at least k-1 individuals who are also part of the released set (Sweeney 2002). The concept is applied to the release of datasets or sub-samples drawn from datasets.

**Anonymization** Anonymization is a mathematical guarantee achieved by removing or manipulating direct and indirect identifiers to irreversibly prevent re-identification (Future of Privacy Forum 2016). Different methods are applied to achieve anonymization such as k-anonymity, suppression, aggregation, perturbation or generalization. The term is sometimes used interchangeably with de-personalization or de-identification.

**De-personalization** The term refers to “the modification of personal data so that the information concerning personal or material circumstances can no longer or only with a disproportionate amount of time, expense and labor be attributed to an identified or identifiable individual.” (Federal Data Protection Act of Germany, Bundesdatenschutzgesetz). The term is sometimes used interchangeably with de-identification.

**Differential privacy** This concept is a formal approach that induces random noise that is large enough to hide individual contributions to the data set, but small enough to allow useful analyses (MIT 2013). It guarantees the participant of a database that the released outcome of two neighboring datasets (one with and one without that participant) are almost the same (Heffetz and Ligett 2014). “Informally the definition stipulates that any individual has a very small influence on the (distribution of the) outcome of the computation.” (Talwar et al. 2013).

**Identifiability** Identifiability of a data subject means that the subject is identifiable within a set of subjects, meaning the data subject can be uniquely characterized within the subject set (Pfitzmann and Hansen 2010 with modifications). It has been stated that identifiability runs a spectrum from anonymity to full identification (Lowrance 2006). Thus, identifiability denotes a differentiation degree.

**Identification** Identification of a data subject means that the subject is uniquely identified within a set of subjects either based upon direct or indirect identifiers. Direct identifiers are attributes that specifically relate to an individual such as name, address, identification numbers, or biometric information. Indirect identifiers are attributes that in combination can identify an individual. Examples typically include date of birth, ZIP code and race, religion, financial and medical information (see also U.S. Department of Education 2016).

---


15 The word is proposed by scientist Latanya Sweeney to be used as a substitute for anonymization, as the latter is often used in a context, where effective anonymization cannot be achieved (see Ohm 2010: 1744).
**Multi-party computing**  Multi-party computing is a cryptographic protocol that allows the computation of a function without compromising the data inputs of individual participants and without delegating the computation to a trusted third-party. The output of the function can be made public.

**Pseudonymity**  A pseudonym is an alias that differs from a person’s real name (Pfitzmann and Hansen 2010 with modifications). Pseudonyms are chosen in order to protect the real identity of a person. Pseudonymous data contains no direct identifies, but indirect identifiers remain intact (Future of Privacy Forum 2016).

**Uniqueness**  Uniqueness relates to the differentiation power or identification quality of personal data. Given a simply anonymized mobile phone user dataset, unicity is defined as \( \varepsilon \sim \sqrt{\nu \cdot h / p} / 100 \) where spatial resolution is denoted by \( \nu \) (e.g. network cells) and temporal resolution by \( h \) (e.g. hours). \( p \) denotes the number of randomly chosen known spatio-temporal points (de Montjoye et al. 2013).
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