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DRAFT REPORT: Executive Summary

The transparency goals of the open data movement serve important social, economic, and democratic functions in cities like Seattle. At the same time, some municipal datasets about the city and its citizens’ activities carry inherent risks to individual privacy when shared publicly. In 2016, the City of Seattle declared in its Open Data Policy that the city’s data would be “open by preference,” except when doing so may affect individual privacy. To ensure its Open Data program effectively protects individuals, Seattle committed to performing an annual risk assessment and tasked the Future of Privacy Forum (FPF) with creating and deploying an initial privacy risk assessment methodology for open data.

This Draft Report provides tools and guidance to the City of Seattle and other municipalities navigating the complex policy, operational, technical, organizational, and ethical standards that support privacy-protective open data programs. Although there is a growing body of research on open data privacy, open data managers and departmental data owners need to be able to employ a standardized methodology for assessing the privacy risks and benefits of particular datasets internally, without a bevy of expert statisticians, privacy lawyers, or philosophers. By following a flexible, risk-based assessment process, the City of Seattle – and other municipal open data programs – can maximize the utility and openness of civic data while minimizing privacy risks to individuals and community concerns about ethical challenges, fairness, and equity.

This Draft Report first describes inherent privacy risks in an open data landscape, with an emphasis on potential harms related to re-identification, data quality, and fairness. Accompanying this, the Draft Report includes a Model Open Data Benefit Risk Analysis (MODBRA). The model template evaluates the types of data contained in a proposed open dataset, the potential benefits – and concomitant risks – of releasing the dataset publicly, and strategies for effective de-identification and risk mitigation. This holistic assessment guides city officials to determine whether to release the dataset openly, in a limited access environment, or to withhold it from publication (absent countervailing public policy considerations). The Draft Report methodology builds on extensive work done in this field by experts at the National Institute of Standards and Technology, the University of Washington, the Berkman Klein Center for Internet & Society at Harvard University, and others, and adapts existing frameworks to the unique challenges faced by cities as local governments, technological system integrators, and consumer facing service providers.

Following a period of public comment and input on the Draft Report and proposed methodology, a Final Report will assess the City of Seattle as a model municipality, considering its open data program across six domains:

---

2 See infra Appendix A for a full list of resources.
3 See Kelsey Finch & Omer Tene, The City as a Platform: Enhancing Privacy and Transparency in Smart Communities, CAMBRIDGE HANDBOOK OF CONSUMER PRIVACY (forthcoming).
1. Privacy leadership and management
2. Benefit-risk assessments
3. De-identification tools and strategies
4. Data quality
5. Data equity and fairness
6. Transparency and public engagement

The Final Report will conclude by detailing concrete technical, operational, and organizational recommendations to enable the Seattle Open Data program’s approach to identify and address key privacy, ethical and equity risks, in light of the city’s current policies and practices.

The City of Seattle is one of the most innovative cities in the country, with an engaged and civic-minded citizenry, active urban leadership, and a technologically sophisticated business community. By continuing to complement its growing open data program with robust privacy protections and policies, the City of Seattle will be able to fulfill its goals, supporting civic innovation while protecting individual privacy in its Open Data program.

Acknowledgments: We extend our thanks to the experts from the City of Seattle, Seattle Community Technical Advisory Board, University of Washington, Berkman Klein Center for Internet & Society at Harvard University, members of the FPF Smart City Privacy Working Group, and others who provided their support and input in the development of this draft report. Special thanks to Jan Whittington, Meg Young, Ryan Calo, Mike Simon, Jesse Woo, and Peter Schmiedeskamp for their foundational scholarship and to Michael Mattmiller, Jim Loter, David Doyle, and the many Open Data Champs for their vision and dedication to making open data privacy a reality for the City of Seattle.
Background

In February 2016, City of Seattle Mayor Edward Murray issued an Executive Order calling for “all city data to be ‘open by preference’ – meaning city departments will make their data accessible to the public, after screening for privacy and security considerations.” The Executive Order “both sets the expectation that public data will be public and makes clear that [the city] has a responsibility to protect privacy.”

The City of Seattle Open Data Policy directs the City of Seattle to perform an annual risk assessment of both the Open Data Program and the content available on the Open Data Portal. For this, the City of Seattle contracted the Future of Privacy Forum to develop a methodology for conducting a risk assessment and to actively deploy the methodology. FPF will review a subset of high-risk agency datasets as well as a random sample of additional agency datasets, to evaluate privacy risks, including of re-identification, in case of release of individual datasets or multiple datasets.

From fall 2016 through summer 2017, FPF studied existing privacy and other risk assessment frameworks, created the Model Open Data Benefit Risk Analysis, and assessed the inherent privacy risks in the municipal open data landscape for the City of Seattle as a model municipality. In doing so, FPF built on open frameworks, such as the National Institute of Standards and Technology (NIST) Special Publication 800-series. In addition to a review of available research and policy guidance related to open data privacy risk, FPF conducted interviews with privacy, open data, and disclosure control experts from around the world.

FPF also visited on-site to conduct interviews with Seattle IT and Open Data leadership, departmental Open Data and Privacy Champions, and local community advisors. These interviews included teams from the Seattle IT, Seattle Police Department, Seattle Department of Transportation, Planning and Development, Parks and Recreation, Civil Rights, Immigrant Affairs, and the Seattle Public Library.

FPF presented an early draft of the identified privacy risks and assessment methodology to the Seattle Community Technology Advisory Board (CTAB) for review and input in February 2017. An additional 45-day period for public comment on the report will be offered from August through September 2017.

---

Open Data Privacy Risks

Open and accessible public data can benefit individuals, companies, communities, and government by unleashing new social, economic, and civic innovations and improving government accountability and transparency. Tremendous benefits in healthcare, education, housing, transportation, criminal justice, and public safety are already being realized as richer and more timely datasets are made available to the public. Open data can unite the power of city and private sector abilities to improve community health and lifestyles, including everything from bikeshare systems and commercial apps harnessing transit data to community advocates shining the light on ineffective or discriminatory practices through policing and criminal justice data.

In Seattle, for example, the Open Data program seeks to:

- “Improve public understanding of City operations and other information concerning their communities,
- Generate economic opportunity for individuals and companies that benefit from the knowledge created by Open Data,
- Empower City employees to be more effective, better coordinated internally, and able to identify opportunities to better serve the public, and
- Encourage the development of innovative technology solutions that improve quality of life.”

However, it can also pose substantial risks to the privacy of individuals whose information is collected and shared by the city. Inadequate privacy protections for open data can lead to significant financial, physical, reputational, organizational, and societal harms.

Cities must be vigilant and resourceful to deter and defend against these privacy risks, no matter how they arise. In this section, we describe the core privacy risks facing municipal open data programs: re-identification, biased or inaccurate data, and loss of public trust.

Re-identification

One of the principal and unavoidable risks of opening government datasets to the public is the possibility that the data might reveal private or sensitive information about a specific individual. In cases where open datasets are not adequately vetted, personally identifiable information (PII) may be published inadvertently. Even when a dataset has been scrubbed of names and other potentially identifying traits and rendered “de-identified,” there is a chance that someone (referred to in professional literature as an “adversary”)—whether an expert skilled in re-identifying individuals from seemingly “anonymous” information, or a commercial information reseller with access to millions of

---

other data points, or an insider who knows other personal information – might be able to deduce that some of the data relates to a specific individual. Even information that appears on the surface to have no connection to a particular person can lead to re-identification in many circumstances. Because it is no longer always clear when data is “personally identifiable” and because data that was once non-identifiable may become identifying over time, municipalities should not rely on static lists of PII in determining if a particular dataset creates a risk of re-identification.

Re-identifying a person in this way not only exposes data about the individual that would otherwise not be available to the public, but could potentially carry embarrassing, damaging, or life-threatening implications. For example, in Dallas, the names of six people who complained of sexual assault were published online by the police department. While the Dallas Police Department does not intentionally publish such sensitive information, of course, its case classification scheme and overlapping information across datasets combined in such a way that the six injured parties could be singled out and identified when they should not have been.\(^8\) Other re-identification attacks may reveal an individual’s home address or place of work, exposing them to increased risk of burglary, property crime, or assault.\(^9\)

Recent advances in smart city technologies, re-identification science, data marketplaces, and big data analytics have enhanced re-identification risks, and thus increased the overall privacy risk in open datasets. As open data programs mature and shift from merely providing historic data and statistics to more granular, searchable, accessible, and comprehensive “microdata” about citizens and their activities, the risk of re-identification rises even further. Databases of calls to emergency services, civil complaints about building codes and restaurants, and even civil rights violations will potentially become available for anyone in the world to explore. The ease at which adversaries (including professional researchers, commercial organizations and data brokers, other government and law enforcement agencies, civic hackers, and individual members of the general public) can download, re-sort, and recombine these datasets carries an obvious risk for the leakage of sensitive data.

Even as open data programs take on the challenges of sophisticated re-identification adversaries combining multiple databases to reveal sensitive attributes about individuals, datasets that appear more bureaucratic or even mundane and therefore fail to raise the same privacy red flags – could ultimately leave individuals exposed. In 2017, for example, a parent who was examining expenditure files on the Chicago Public School’s website discovered that deep within the tens of thousands of rows of vendor payment data were some 4,500 files that identified students with Individualized Educational Programs – revealing in plain text the students’ names, identification numbers, the type of special education

---


services that were being provided for them, how much those services cost, the names of therapists, and how often students met with the specialists.\textsuperscript{10}

One of the unavoidable challenges of open data is that once information has been published publicly, it likely can never be retracted. Unfortunately, data de-identification is a moving target – data that could not be linked to an individual when it was released, could become identifiable over time. For example, if sometime in the future another dataset is published that links one record to another or if a new technique becomes available to match information across multiple datasets, the difficulty of re-identifying an individual in the original open dataset may drop significantly. While it is difficult to predict when such future data may become available, cutting-edge research into more dynamic de-identification techniques is underway among disclosure control experts and at statistical agencies around the world.

As municipalities strive to lower the risk of open data re-identification, they are still at a disadvantage compared to many other public and private sector entities: no matter how sophisticated their safeguards may be for open datasets, public records laws may compel them to release the underlying data anyway. For example, the Washington state public records act compels the disclosure of even personally identifiable information as long as there is a legitimate concern to the public.\textsuperscript{11} Although Washington has one of the broadest public records acts in the U.S., if a city like Seattle determined that a dataset should not be proactively opened to the public because of it poses a risk to privacy, or that it should only be released with aggregate data, city officials may have no avenue for preventing the release of granular, potentially identifiable information. Furthermore, in many cases public records laws rely on outdated or inflexible definitions of PII, and fail to account for modern re-identification capabilities and the impact one dataset can have on the re-identifiability of others in the future. Because of the interplay of open data and public records requests, municipalities must be far-sighted in deciding what data they will collect in the first place.

Re-identification also harms municipalities: when data published on an open data program becomes re-identified and harms an individual, public trust in the city and in open data is seriously eroded. Citizens may stop providing data, or provide false data, if they believe that it might be exposed in the future. If the data were subject to regulatory or confidentiality provisions, moreover, such disclosures could lead to new compliance costs or lawsuits. For example, in 2012, Philadelphia’s Department of Licenses & Inspections published gun permit appeals as part of its open data initiative. These permits included a free text field where applicants explained why they needed the permit. Some individuals wrote they carried large sums of cash at night. As a consequence of disclosing this information, the City was


\footnotetext[11]{See WASH. REV. CODE § 42.56.050 (2011) (Public Records Act).}
ultimately charged $1.4 million as part of a class-action lawsuit. One of the lawyers behind the suit stated that the information released was a “road map for criminals.”

Re-identification can cause harms to individuals, to organizations and government agencies, and to society as a whole. Even false claims of re-identification can cause significant damage, leaving individuals uncertain whether their information is exposed and susceptible to lost opportunities or mistaken decisions based on data wrongly attributed to them. Fortunately, however, technologies and controls to mitigate re-identification risk are constantly evolving, and are increasingly available to state and local governments.

Data Quality and Equity

Multiple stakeholders rely on the accuracy of information in public datasets: citizens, companies, community organizations, and other governmental entities. In some circumstances, inaccurate, incomplete, or biased open data may have little impact – for example, a list of sold city fleet vehicles may accidentally record the wrong make and model for a vehicle or two. In other circumstances, however, the consequences can be more lasting, leading to poor or inefficient decision-making, unethical or illegal data uses, or discriminatory outcomes. Publishing the wrong person’s information to an open dataset of DUI arrests, for example, could adversely affect that person’s employment, credit, and insurance prospects for years to come. Because open data is used so widely and for so many diverse purposes, it is critical that any data released be accurate and unbiased.

Personal data that has been made public without legal conditions may be consumed and repurposed by any number of potential actors, including identity thieves, commercial information resellers (and ultimately their clients, including potential employers, insurers, creditors, and others), companies, friends and family, nosy neighbors, stalkers, law enforcement and other government entities, and others. Some commercial “mugshot” or arrest record databases, for example, profit by gathering sensitive personal information via public records, publishing the data to private sites, and then charging individuals a fee to have them removed. The lack of control over downstream uses of open data is a significant point of concern among a variety of open data stakeholders, including civic hackers, legal advocates, and industry representatives.

---


13 Ironically, the process of de-identifying data to be released publicly may introduce bias or inaccuracies into the dataset. SIMSON L. GARFINKEL, *DE-IDENTIFYING GOVERNMENT DATASETS SP 800-188*, at 16 (NIST draft. Aug. 2016), http://csrc.nist.gov/publications/drafts/800-188/sp800_188_draft2.pdf.


Over the last few years, organizations increasingly rely on data to automate their decision-making in a wide variety of situations, including everything from traffic management to personalized advertising to insurance rate setting. But particularly in “smart” systems that use algorithmic decision-making and machine learning, bad data can lead to bad policies. For example, both predictive policing and criminal sentencing have repeatedly demonstrated racial bias in both the inputs (historic arrest and recidivism data) and their outputs, leading to new forms of institutional racial profiling and discrimination. Even high quality data, if used out of context or with particular intent, can cause harm and lead to adverse inferences or impacts on individuals and groups.

In fact, even individuals who are not directly represented in an open dataset may nevertheless be impacted by inaccuracies and biases in the dataset or analysis performed on it. For example, according to the City of Seattle, “residents of zip codes listed as having high rates of households below the poverty level; property owners in neighborhoods where crime rates are higher than average; [and] students at schools that are underperforming” may all be adversely affected by conclusions drawn from such datasets, especially if drawn from low-quality data. These sorts of inferential disclosures may result in group harms that have not been traditionally viewed as privacy concerns, and may thus not be well addressed by existing municipal privacy policies and practices.

Moreover, an unfair distribution of data benefits and data risks across a community may reinforce societal biases, disguise prejudiced decision-making, and block equal opportunities for marginalized or vulnerable populations. Some open data stakeholders have raised concerns that, particularly when commercialized, public municipal data may be used to “lower property values, redline insurance, et cetera, in neighborhoods with high crime rates rather than addressing those issues.”

If data represented on the open data program is disproportionately collected from certain populations over others, or is used against certain populations over others, or if the data exposes vulnerable populations to higher privacy risks or at a higher rate than others, it may be inequitable. For example, given that minority and vulnerable populations, including immigrant communities, tend to be over-surveilled in comparison to majority populations, particularly in the context of law enforcement and social services, they may be disproportionately represented in open datasets, creating fertile grounds for inaccuracies and biases in decision making or even just reporting of data. On the other hand, minority or vulnerable populations may also be under-represented in certain datasets, meaning that policy improvements or interventions do not take their needs and circumstances into account. For example, minority populations tend to be underrepresented in 311 datasets, which can skew the distribution of public services to those groups.

---

17 See SIMSON L. GARFINKEL, supra note 8.
19 Whittington et al., supra note 13, at 1919.
Governments must constantly strive to serve all their citizens fairly and equitably, however difficult it may be to strike the balance of equities.

Public Impact

Open data programs cannot succeed in their social, economic, and democratic missions without public trust. Where individuals feel their privacy is violated by a particular dataset being published or that public expectations of privacy were disregarded, they will hold the open data program accountable. This can result not only in a loss of trust in the open data program, but also in undermining the entire city government’s ability to act as a responsible data steward. 20 Civic engagement and communication, paired with demonstrable responsible data practices, can earn the public’s trust in open data. But if the public’s trust in a government as a responsible data steward is damaged, individuals may become unwilling to support and participate in important civic activities and research. 21 It can also lead to the public providing false data in certain circumstances out of a fear their real information would be compromised.

Just as in the event of a data breach, individuals who believe that their personal data may have been exposed to the world will feel uncertainty and anxiety about the loss of informational control and potential long-term ramifications such as identity theft. When personally identifiable information is published to an open data program or a re-identification attack appears successful, individuals often have little recourse. Municipal leaders must be aware that deciding what data they may release about individuals is inextricable from what data they collect about individuals. Failing to address privacy throughout the entire data lifecycle, from collection to use to sharing to deletion, will impede public trust in data-driven municipal programs. For example, cities should be cautious about collecting information that would harm individuals if it were one day shared via the open data program, disclosed via a public records request, or exposed via a data breach. 22

Finally, cities must be aware that how data is collected and used is as important as how it is released for ensuring public trust in open data programs. Data that is collected directly from individuals by a municipality, with clear notice and consent, will raise fewer privacy concerns than, for example, data

20 See Ben Green et al., OPEN DATA PRIVACY (2017), https://dash.harvard.edu/handle/1/30340010; Whittington et al., supra note 13, at 1914.
that is initially collected by a commercial service and then provided to a municipal regulator.\textsuperscript{23} Individuals’ expectations of privacy are highly context-dependent,\textsuperscript{24} and the more attenuated the connection between the original purpose for the collection of their personal data and its release through an open data program, the likelier it is that individuals will feel confused or misled by the whole enterprise.

Cities must communicate clearly with individuals about how and when their data can find its way to an open data portal. Vague privacy notices and a lack of an opportunity to opt in or out of data collection may shock or surprise some people, even if that information is in pseudonymized or aggregate form. And if data is used for a purpose other than the reason the collection occurred without citizens’ consent to repurpose, significant privacy concerns are raised, as well as ethical and technical questions. It is possible that an individual never would have consented to the data collection if they it would ultimately be released through the open data program. Where an individual’s privacy – or trust – has been violated by a government data program once, it may be impossible to restore.

*\

The transparency goals of municipal open data programs are critical to the improvement of civic life and institutions in the modern city, and rely on the release of microdata about the city and its citizens’ activities. And yet people who provide personal information to their governments must be able to trust that their privacy will be protected. If individuals find their personal information exposed, or their neighborhoods singled out or discriminated against, or their data collected for one purpose and used for another, this can undermine public trust in the city as a whole and slow or even reverse the momentum of the open data program. On the other hand, where cities engage the public and communicate the benefits of the open data program while clearly addressing any shortcomings, they may build public trust. Responsible privacy practices and effective communication provide the foundation for successful, trustworthy, and innovative open data programs.


\textsuperscript{24} See HELEN NISSENBAUM, PRIVACY IN CONTEXT: TECHNOLOGY, POLICY AND THE INTEGRITY OF SOCIAL Life (Palo Alto: Stanford University Press, 2010).
Model Open Data Benefit Risk Analysis

In the open data context, considering only the risks of the dataset is merely one part of a balanced value equation; decision-makers must also take count of the project’s benefits in order to make a final determination about whether to proceed with publishing the dataset openly. For the purposes of this draft report, FPF developed a Model Open Data Benefit Risk Analysis based on risk assessment and de-identification frameworks developed by the National Institute of Standards and Technology and also builds on parallel efforts by researchers at the University of Washington, the Berkman Klein Center, the City of San Francisco, and the U.S. Census Bureau to develop robust risk-based frameworks for government data releases.25 This template provides a structure for vetting potential open datasets in five steps:

Step 1: Evaluate the Information Contained in the Dataset. This step includes identifying whether there are direct or indirect identifiers, sensitive attributes, or information that is difficult to de-identify present in the dataset; assessing how linkable the information might be to other datasets; and considering the context in which the data was obtained.

Step 2: Evaluate the Benefits Associated with Releasing the Dataset. This step considers the potential benefits and users of the dataset, and assesses the magnitude of the potential benefits against the likelihood of their occurring.

Step 3: Evaluate the Risks Associated with Releasing the Dataset. This step considers the potential privacy risks and negative users of the dataset, and assesses the magnitude of the potential risks against the likelihood of their occurring.

Step 4: Weigh the Benefits against the Risks of Releasing the Dataset. This step combines the overall scores from steps 2 and 3 to determine an appropriate method for releasing (or not releasing) the dataset. Recommendations include releasing as open data, in a limited access environment, or not publishing at the current time. This section also overviews common methods for reducing re-identification risk in terms of their privacy-protective, utility, and operational impacts.

Step 5: Evaluate Countervailing Factors. This step provides a final opportunity to document any countervailing factors that might justify releasing a dataset openly regardless of its privacy risk, such as when there is a compelling public interest in the information.

See Appendix B for the full template.

The City of Seattle as a Model Municipality

Given the risks described above, FPF conducted the following assessment to evaluate the City of Seattle as a model municipality based on its organizational structure and data handling practices related to open data. The assessment is grounded in public documentation and interviews with privacy, open data, and disclosure control experts and with Seattle IT and Open Data Leadership, departmental Open Data and Privacy Champions, and local community advisors.

Our scoring of the City of Seattle’s practices in each of the following domains is based on the AICPA/CICA Privacy Maturity Model (PMM) levels, which reflect Generally Accepted Privacy Principles (GAPP):26

- Ad hoc – procedures or processes are generally informal, incomplete, and inconsistently applied.
- Repeatable – procedures or processes exist; however, they are not fully documented and do not cover all relevant aspects.
- Defined – procedures and processes are fully documented and implemented, and cover all relevant aspects.
- Managed – reviews are conducted to assess the effectiveness of the controls in place.
- Optimized – regular review and feedback are used to ensure continuous improvement towards optimization of the given process.

A key principle of the PMM approach is the recognition that “each organization’s personal information privacy practices may be at various levels, whether due to legislative requirements, corporate policies or the status of the organization’s privacy initiatives. It was also recognized that based on an organization’s approach to risk, not all privacy initiatives would need to reach the highest level on the maturity model.”27

Privacy leadership and program management
- Does the municipality employ a comprehensive, strategic, agency-wide privacy program regarding its open data initiatives?
- Has the municipality designated a privacy governance leader for Open Data?
- Is the Open Data program guided by core privacy principles and policies?
- Does the open data workforce receive effective privacy training and education?
- Are the municipality’s open data privacy policies and procedures updated in light of ongoing monitoring and periodic assessments?

27 See id.
Benefit-risk assessment
- Does the Open Data program conduct a benefit-risk assessment to manage privacy risk in each dataset considered for publication?
- Are datasets assessed based on the identifiability, sensitivity, and utility of the data prior to release?
- Are inventories of published personally identifiable information maintained?
- Are benefit-risk assessments documented and regularly reviewed?
- Does the Open Data program have a mechanism in place to trigger re-assessment of a published dataset in light of new facts?

De-identification tools and strategies
- Does the Open Data program utilize technical, legal, and administrative safeguards to reduce re-identification risk?
- Does the Open Data program have access to disclosure control experts to evaluate re-identification risk?
- Does the Open Data program have access to appropriate tools to de-identify unstructured or dynamic data types? (e.g., geographic, video, audio, free text, real time sensor data).
- Does the Open Data program have policies and procedures for evaluating re-identification risk across databases? (e.g., risk created by intersection of multiple municipal databases, King County open data, Washington State open data, federal open data, commercial databases).
- Does the Open Data program evaluate privacy risk in light of relevant public records laws?

Data quality
- Does the municipality employ reasonable policies and procedures for the open data program to ensure that personally identifiable information is accurate, complete, and current?
- Does the Open Data program check for, and correct as appropriate, inaccurate, or outdated personally identifiable information?
- Are there procedures or mechanisms for individuals to submit correction requests for potentially incorrect personally identifiable information posted on the open data program?

Equity and fairness
- Were the conditions under which the data was collected fair? (e.g., were citizens aware that the data would be published on the open data portal? If data was acquired from a third party, were terms and conditions observed in the collection, use, maintenance, and sharing of the data?).
- Does the Open Data program assess the representativeness of the open data portal? (e.g. whether underserved or vulnerable populations are appropriately represented in the data, or whether underserved or vulnerable populations’ interests are taken into account when determining what data to publish).
- Are any procedures and mechanisms in place for people to submit complaints about the use of data or about the open data process generally, as well as procedures for responding to those complaints?
Transparency and public engagement
- Does the Open Data program engage and educate the public about the benefits of open data?
- Does the Open Data program engage and educate the public about the privacy risks of open data?
- Does the Open Data program provide opportunities for public input and feedback about the program, the data available, and privacy, utility, or other concerns?
- Does the Open Data program engage with the public when developing open data privacy protections?
- Does the Open Data program consider the public interest in determining what datasets to publish?
- Does the Open Data program communicate with the public about why some datasets may include personally identifiable information?

Model Open Data Risk Analysis applied to the current Seattle Open Data content

FPF will review a subset of content available on the open data program from high-risk agencies, as well as a random sample of additional agencies or datasets, and apply the final model template to evaluate their potential privacy risk relative to their potential benefits to the public. The datasets contemplated to be included in the Final Report are:

1. Real Time Fire 911 Calls
2. Building Permits (Current)
3. Sold Fleet Equipment
4. Seattle Communities Online Inventory
5. Road Weather Information Stations
Recommendations and Conclusion

As the City of Seattle Open Data program evolves and matures, it must continue developing the specialized resources and tools to address the privacy risks inherent in open data. The Seattle Open Data program will be building on a strong foundation, but there are always steps that can be taken to improve the depth and breadth of municipal privacy protections. The final report will detail concrete technical, operational, and organizational recommendations to elevate the Seattle Open Data program’s approach to identifying and addressing privacy risks.

The City of Seattle is one of the most innovative cities in the country, with engaged and civic-minded citizenry, active city leadership, and technologically sophisticated business community. By continuing to complement its growing open data program with robust privacy protections and policies, it will be possible for the City of Seattle to live up to the promise of its Open Data Policy, supporting civic innovation while protecting individual privacy.
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Appendix B: Model Open Data Benefit Risk Analysis

Dataset: ____________________________

Step 1: Evaluate the Information the Dataset Contains

Consider the following categories of information:

- **Direct Identifiers**: These are data points that identify a person without additional information or by linking to information in the public domain. “Personally Identifiable Information,” or PII, often falls within this category. For example, they can be names, social security numbers, or an employee ID number. See PII/Privacy in the Open Dataset Inventory guidance. Publishing direct identifiers creates a very high risk to privacy because they directly identify an individual and can be used to link other information to that individual.

- **Indirect Identifiers**: These are data points that do not directly identify a person, but that in combination can single out an individual. This could include information such as birth dates, ZIP codes, gender, race, or ethnicity. In general, to preserve privacy, experts recommend including no more than 6-8 indirect identifiers in a single dataset. If a dataset includes 9 or more indirect identifiers there is a high or very high risk to privacy because they can indirectly identify an individual.

- **Non-Identifier Information**: This is information that cannot reasonably identify an individual, even in combination. For example, this might include city vehicle inventory, GIS data, or atmospheric readings. This data creates very low or low risk to privacy.

- **Sensitive Attributes**: These data points that may be sensitive in nature. Direct and indirect identifiers can be sensitive or not, depending on context. For example, this might include financial information, health conditions, or a criminal justice records. Sensitive attributes typically create moderate, high, or very high risk to privacy.

- **Spatial Data and Other Information that Is Difficult to De-identify**: Certain categories or data are particularly difficult to remove identifying or identifiable information from, including: geographic locations, unstructured text or free-form fields, biometric information, and photographs or videos. If direct or indirect identifiers are in one of these data formats, they may create a moderate, high, or very high risk to privacy.

---
29 See Garfinkel, supra note 8, at 32-33.
Consider how linkable the direct and indirect identifiers in this dataset are to other datasets:

- Do any of the dataset’s direct or indirect identifiers currently appear in other readily accessible open datasets, such as Data.Seattle.gov, Data.KingCounty.gov, or Data.WA.gov? If this information is present in multiple open datasets, it increases the chances of identifying an individual and increases the risk to privacy.

- How often is the dataset updated? In general, the more frequently a dataset is updated—every fifteen minutes versus every quarter, for example—the easier it is to re-identify an individual and the greater the risk to privacy.

- How often is the information in this dataset requested by public records? (If the underlying data have been made available through public records requests, de-identification or other mitigations may be less effective).

Consider how the direct and indirect identifiers in this dataset were obtained:

- In what context was this data collected: Is this data collected under a regulatory regime? (If the release of the data is legally regulated, they create a high or very high risk to privacy). Are there any conditions, such as a privacy policy or contractual term, attached to the data? If the personal information in this dataset collected directly from the individual or from a third party?

- Would there be a reasonable expectation of privacy in the context of the data collection? For example, if the public has no notice of the data collection or data are collected from private spaces, there may be an expectation of privacy.

- Was the collection of the information in this dataset controversial?

- Was any of the information in this dataset collected by surveillance technologies (e.g., bodyworn cameras, surveillance cameras, unmanned aerial vehicles, automatic license plate readers, etc.)?

- Has the personal information in this dataset been checked for accuracy? Is there a mechanism for individuals to have information about themselves in this dataset corrected or deleted?

- Is there a concern that releasing this data may lead to public backlash or negative perceptions?
Step 2: Evaluate the Benefits Associated with Releasing the Dataset

List some of the foreseeable benefits of publishing the data fields included in this dataset. For example, measuring atmospheric data at particular locations over time may reveal useful weather patterns, and tracking building permit applications may reveal emerging demographic or commercial trends in particular neighborhoods.

Consider the likely users of this dataset. Who are the ideal users?

- Individuals
- Community Groups
- Journalists
- Researchers
- Companies or Private Entities
- Other Government Agencies or Groups
- Other: __________________________

Assess the scope of the foreseeable benefits of publishing the dataset on a scale of 1-10:

<table>
<thead>
<tr>
<th>Qualitative Value</th>
<th>Quantitative Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High</td>
<td>10</td>
<td>The dataset will likely have <em>multiple compelling and important</em> utilities for individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>High</td>
<td>8</td>
<td>The dataset will likely have a <em>compelling and important</em> utility for individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>Moderate</td>
<td>5</td>
<td>The dataset will likely have a <em>clear</em> utility for individuals, the community, other organizations, or society. While the utility is clear, it is not as urgent as a “high” value.</td>
</tr>
<tr>
<td>Low</td>
<td>2</td>
<td>The dataset will likely have a <em>limited</em> utility for individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>Very Low</td>
<td>0</td>
<td>The dataset will likely have <em>negligible</em> utility for organizations, the community, other organizations, or society.</td>
</tr>
</tbody>
</table>
Next, assess the likelihood that the desired benefits of releasing this dataset would occur:

<table>
<thead>
<tr>
<th>Qualitative Value</th>
<th>Quantitative Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High</td>
<td>10</td>
<td>The benefit is <em>almost certain</em> to occur.</td>
</tr>
<tr>
<td>High</td>
<td>8</td>
<td>The benefit is <em>highly likely</em> to occur.</td>
</tr>
<tr>
<td>Moderate</td>
<td>5</td>
<td>The benefit is <em>somewhat likely</em> to occur.</td>
</tr>
<tr>
<td>Low</td>
<td>2</td>
<td>The benefit is <em>unlikely</em> to occur.</td>
</tr>
<tr>
<td>Very Low</td>
<td>0</td>
<td>The benefit is <em>highly unlikely</em> to occur.</td>
</tr>
</tbody>
</table>

Combining your rating of the foreseeable benefits of the dataset with the likelihood that these benefits will occur, assess the overall benefit of this dataset:

<table>
<thead>
<tr>
<th>Likelihood of Occurrence</th>
<th>Impact of Foreseeable Benefits</th>
<th>Very Low Impact</th>
<th>Low Impact</th>
<th>Moderate Impact</th>
<th>High Impact</th>
<th>Very High Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High Likelihood</td>
<td></td>
<td>Low Benefit</td>
<td>Moderate Benefit</td>
<td>High Benefit</td>
<td>Very High Benefit</td>
<td>Very High Benefit</td>
</tr>
<tr>
<td>High Likelihood</td>
<td></td>
<td>Low Benefit</td>
<td>Moderate Benefit</td>
<td>Moderate Benefit</td>
<td>High Benefit</td>
<td>Very High Benefit</td>
</tr>
<tr>
<td>Moderate Likelihood</td>
<td></td>
<td>Low Benefit</td>
<td>Low Benefit</td>
<td>Moderate Benefit</td>
<td>Moderate Benefit</td>
<td>High Benefit</td>
</tr>
<tr>
<td>Low Likelihood</td>
<td></td>
<td>Very Low Benefit</td>
<td>Low Benefit</td>
<td>Low Benefit</td>
<td>Moderate Benefit</td>
<td>Moderate Benefit</td>
</tr>
<tr>
<td>Very Low Likelihood</td>
<td></td>
<td>Very Low Benefit</td>
<td>Very Low Benefit</td>
<td>Low Benefit</td>
<td>Low Benefit</td>
<td>Low Benefit</td>
</tr>
</tbody>
</table>
Step 3: Evaluate the Risks Associated with Releasing the Dataset

Consider the foreseeable privacy risks of this dataset:\n\n\- **Re-identification (and false re-identification) impacts on individuals**
  \- Would a re-identification attack on this dataset expose the person to identity theft, discrimination, or abuse?
  \- Would a re-identification attack on this dataset reveal location information that could lend itself to burglary, property crime, or assault?
  \- Would a re-identification attack on this dataset expose the person to financial harms or loss of economic opportunity?
  \- Would a re-identification attack on this dataset reveal non-public information that could lead to embarrassment or psychological harm?

\- **Re-identification (and false re-identification) impacts on the organization**
  \- Would a re-identification attack on this dataset lead to embarrassment or reputational damage to the City of Seattle?
  \- Would a re-identification attack on this dataset harm city operations relying on maintaining data confidentiality?
  \- Would a re-identification attack on this dataset expose the city to financial impact from lawsuits, or civil or criminal sanctions?
  \- Would a re-identification attack on this dataset undermine public trust in the government, leading to individuals refusing to consent to data collection or providing false data in the future?

\- **Data quality impacts**
  \- Will inaccurate or incomplete information in this dataset create or reinforce biases towards or against particular groups?
  \- Does this dataset contain any incomplete or inaccurate data that, if relied upon, would foreseeably result in adverse or discriminatory impacts on individuals?
  \- Will any group or community’s data be disproportionately included in or excluded from this dataset?
  \- If this dataset is de-identified through statistical disclosure measures, did that process introduce significant inaccuracies or biases into the dataset?

---

Public impacts
- Does this dataset have information that would lead to public backlash if made public?
- Will local individuals or communities be shocked or surprised by the information about themselves in this dataset?
- Is it likely that the information in this dataset will lead to a chilling effect on individual, commercial, or community activities?
- Is there any information contained within the dataset that would, if made public, reveal nonpublic information about an agency’s operations?

Consider who could use this information improperly or in an unintended manner (including to re-identify individuals in the dataset):
- General public (individuals who might combine this data with other public information)
- Re-identification expert (a computer scientist skilled in de-identification)
- Insiders (a City employee or contractor with background information about the dataset)
- Information brokers (an organization that systematically collects and combines identified and de-identified information, often for sale or reuse internally)
- “Nosy neighbors” (someone with personal knowledge of an individual in the dataset who can identify that individual based on the prior knowledge)
- Other: __________________________

Assess the scope of the foreseeable privacy risks of publishing the dataset on a scale of 1-10:

<table>
<thead>
<tr>
<th>Qualitative Value</th>
<th>Quantitative Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High</td>
<td>10</td>
<td>The dataset will likely have multiple severe or catastrophic adverse effects on individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>High</td>
<td>8</td>
<td>The dataset will likely have a severe or catastrophic adverse effect on individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>Moderate</td>
<td>5</td>
<td>The dataset will likely have a serious adverse effect on individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>Low</td>
<td>2</td>
<td>The dataset will likely have a limited adverse impact on individuals, the community, other organizations, or society.</td>
</tr>
<tr>
<td>Very Low</td>
<td>0</td>
<td>The dataset will likely have a negligible adverse impact on individuals, the community, other organizations, or society.</td>
</tr>
</tbody>
</table>
Next, assess the likelihood that the desired benefits of releasing this dataset would occur:

<table>
<thead>
<tr>
<th>Qualitative Value</th>
<th>Quantitative Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High</td>
<td>10</td>
<td>The risk is <em>almost certain</em> to occur.</td>
</tr>
<tr>
<td>High</td>
<td>8</td>
<td>The risk is <em>highly likely</em> to occur.</td>
</tr>
<tr>
<td>Moderate</td>
<td>5</td>
<td>The risk is <em>somewhat likely</em> to occur.</td>
</tr>
<tr>
<td>Low</td>
<td>2</td>
<td>The risk is <em>unlikely</em> to occur.</td>
</tr>
<tr>
<td>Very Low</td>
<td>0</td>
<td>The risk is <em>highly unlikely</em> to occur.</td>
</tr>
</tbody>
</table>

Combining your rating of the foreseeable risks of the dataset with the likelihood that these risks will occur, assess the overall risk of this dataset:

<table>
<thead>
<tr>
<th>Likelihood of Occurrence</th>
<th>Impact of Foreseeable Risks</th>
<th>Very Low Impact</th>
<th>Low Impact</th>
<th>Moderate Impact</th>
<th>High Impact</th>
<th>Very High Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High Likelihood</td>
<td>Low Risk</td>
<td>Moderate Risk</td>
<td>High Risk</td>
<td>Very High Risk</td>
<td>Very High Risk</td>
<td></td>
</tr>
<tr>
<td>High Likelihood</td>
<td>Low Risk</td>
<td>Moderate Risk</td>
<td>Moderate Risk</td>
<td>High Risk</td>
<td>Very High Risk</td>
<td></td>
</tr>
<tr>
<td>Moderate Likelihood</td>
<td>Low Risk</td>
<td>Low Risk</td>
<td>Moderate Risk</td>
<td>Moderate Risk</td>
<td>High Risk</td>
<td></td>
</tr>
<tr>
<td>Low Likelihood</td>
<td>Very Low Risk</td>
<td>Low Risk</td>
<td>Low Risk</td>
<td>Moderate Risk</td>
<td>Moderate Risk</td>
<td></td>
</tr>
<tr>
<td>Very Low Likelihood</td>
<td>Very Low Risk</td>
<td>Very Low Risk</td>
<td>Low Risk</td>
<td>Low Risk</td>
<td>Low Risk</td>
<td></td>
</tr>
</tbody>
</table>
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Step 4: Weigh the Benefits against the Risks of Releasing the Dataset

Step 4A: Combine the overall scores from the benefit and risk analyses to determine the appropriate solution for how to treat the dataset.

<table>
<thead>
<tr>
<th>Benefit</th>
<th>Risks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very Low Risk</td>
</tr>
<tr>
<td>Very High Benefit</td>
<td>Open</td>
</tr>
<tr>
<td>High Benefit</td>
<td>Open</td>
</tr>
<tr>
<td>Moderate Benefit</td>
<td>Limit Access</td>
</tr>
<tr>
<td>Low Benefit</td>
<td>Limit Access</td>
</tr>
<tr>
<td>Very Low Benefit</td>
<td>Additional Screening</td>
</tr>
</tbody>
</table>

- **Open**: Releasing this dataset to the public presents low or very low privacy risk to individuals, or the potential benefits of the dataset substantially outweigh the potential privacy risks. If the combination of risks and benefits resulted in an “Open” selection in the light green band, consider mitigating the data to further lower the risk.

- **Limit Access**: Releasing this data would create a moderate privacy risk, or the potential benefits of the dataset do not outweigh the potential privacy risks. In order to protect the privacy of individuals, limit access to the dataset such as by attaching contractual/Terms of Service terms to the data prohibiting re-identification attempts.

- **Additional Screening**: Releasing this dataset would create significant privacy risks and the potential benefits do not outweigh the potential privacy risks. In order to protect the privacy of individuals, formal application and oversight mechanisms should be considered (e.g., an institutional review board, data use agreements, or a secure data enclave).

- **Do Not Publish**: Releasing this dataset poses a high or very high risk to individual’s privacy or the potential privacy risks of the dataset significantly outweigh the potential benefits. This dataset should remain closed to the public, unless there are countervailing public policy reasons for publishing it.
If the above table results in an “Open” categorization, then record the final benefit-risk score and prepare to publish the dataset openly. If the above table does not result in an “Open” categorization, then proceed to Step 4B by applying appropriate de-identification controls to mitigate the privacy risks for this dataset. The de-identification methods described below will be appropriate for some datasets, but not for others. Consider the level of privacy risks you are willing to accept, the overall benefit of the dataset, and the operational resources available to mitigate re-identification risk. Note that the more invasive the de-identification technique, the greater the loss of utility will be in the data, but also the greater the privacy protection will be.

**Technical Controls**

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Privacy Impact</th>
<th>Utility Impact</th>
<th>Operational Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suppression</td>
<td>Removing a data field or an individual record to prevent the identification of individuals in small groups or those with unique characteristics.</td>
<td>Removing the field removes the risk created by those fields, and lowers the likelihood of linking one dataset to another based on that information. Removing individual records can also effectively protect the privacy of those individuals. Suppression cannot guarantee absolute privacy, because there is always a chance that the remaining data can be re-identified.</td>
<td>This approach removes all utility added by the suppressed field or record, and could skew the results or give false impressions about the underlying data.</td>
<td>This is a relatively low-cost method of de-identification. Removing entire fields of data can be both a quick and relatively low-tech process. When removing records one-by-one, particularly large datasets, there is a risk that some records may be overlooked.</td>
</tr>
</tbody>
</table>


32 See Fitzpatrick, supra note 9.
| **Generalization/Blurring** | Reducing the precision of disclosed data to minimize the certainty of individual identification, such as by replacing precise data values with ranges or sets. | The more specific a data value is, the easier it will generally be to single out an individual. However, even relatively broad categories cannot guarantee absolute privacy, because there is always a chance that the remaining data can be re-identified using an auxiliary dataset. | Generalizing data fields can render data useless for more granular analysis, and may skew results slightly or give false impressions about the underlying data. | Generalizing data fields can be a quick and straightforward process for reducing the identifiability of particular fields after the initial thresholds are set. In order to determine the appropriate level of generalization for particular data types, additional research or expert consultation may be required. |
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| **Pseudonymization** | Replacing direct identifiers with a pseudonym (such as a randomly generated value, an encrypted identifier, or a statistical linkage key). | Pseudonymization removes the association between an individual and their data, and replaces it with a less easily identifiable key, lowering but not eliminating the risk of re-identification. Pseudonymization can be reversed in many circumstances, and are often considered personally | Pseudonymization can allow for information about an individual to be linked across multiple records, increasing its utility for a wide variety of purposes. | Pseudonymization can appear relatively straightforward and cost-effective, however creating irreversible pseudonyms suitable for open data release can require significant effort. Most successful re-identification attacks on openly released data have come from data that was |

---

33 See Garfinkel, supra note 8, at 17.
| **Aggregation** | Summarizing the data across the population and then releasing a report based on those statistics. | Aggregating data can be an effective method for protecting privacy as there is no raw data directly tied to an individual, however experts recommend minimum cell sizes of 5-10 records.\(^3\)_5 | Aggregation is more useful for examining the performance of a group or cohort. Because the raw data is not presented, it cannot be relied on to generate additional insights. | This method of de-identification requires slightly more expertise than simply removing fields or records. After an initial learning curve, the method can be implemented without significant costs. Expert consultants or guidance from federal statistical agencies may provide guidance in setting minimum cell sizes or addressing particular data types.\(^3\)_6 |
| **Perturbation** | An expert adds “noise” to the dataset (such as swapping values from one record to another, The false data in the field makes re-identification much less likely to occur. The noise makes it difficult | Utility decreases as the amount of noise in the data increases. The proportionate amount of | This is costly in that it requires an expert. The type of noise, as well as the amount to be added will |

---


\(^3\)_6 Id.
or replacing one value with an artificial value), making it difficult to distinguish between legitimate values and the “noise.”

to determine if re-identification is associated with a specific individual.

legitimate data is reduced as false data is added.

have a drastic difference, and to ensure a retention in utility, it must be completed by an expert. However, research shows that “even relatively small perturbations to the data may make re-identification difficult or impossible.”

| $k$-anonymity | A technique to measure and limit how many individuals in a dataset have the same combination of identifiers. $k$-anonymity suppresses or generalizes identifiers and perturbs outputs until a particular $k$-value is reached. | Privacy protection is greater as the value of “$k$” increases. Experts recommend that the $k$-value for open data sets should be at least $k=11$ (that is, for every combination of identifiers in a dataset, there should be at least 11 equivalent records). $^{38}$ | As with the above controls, the negative impact on utility increases as $k$-value increases. In order to achieve $k=11$, significant portions of some datasets may need to be suppressed or generalized. |

This is a costly, complex, and time-consuming method. An expert in deidentification and $k$-anonymity is necessary to ensure that the $k$-value is correct and will provide the desired level of protection and utility. Subsequent research has led to additional requirements for the diversity of sensitive attribute within $k$-anonymous datasets ($l$-diversity) and statistical

---

$^{37}$ See GARFINKEL, supra note 8, at 29.
$^{38}$ El Emam, supra note 25.
| Differential Privacy | A set of techniques to mathematically determine if the result of an analysis of a dataset is the same before and after the removal of a single data record. Differentially private datasets achieve this by adding small bits of random noise, and rely on online query systems to reduce “leakage” of data that might enable re-identification. | These techniques increase privacy for all individuals in a dataset and provide mathematical guarantees against re-identification for a certain period of time. Differential privacy techniques rely on limiting the number of queries completed to prevent maintaining a proven minimum privacy threshold (often known as the “privacy budget”). The more queries performed on a function, the more the total “leakage” increases. The leakage can never decrease, and there is an acceptable level of leakage that can occur before a privacy risk becomes likely and the dataset must be abandoned. | As differential privacy techniques rely on introducing noise, they decrease the accuracy of analysis performed on the dataset. The level of utility in a differentially private dataset is also dependent upon the number of queries to be made in the dataset. Once the leakage threshold is hit, the dataset becomes useless. However, if the desired task can be accomplished under the leakage threshold, the dataset retains great utility with little risk to privacy. | This operation requires an expert to calculate the leakage threshold, the amount of noise to add, and other statistical nuances. It also requires an online query system to be established. Therefore, it carries a higher operational cost than other methods of de-identification. Differential privacy is an active research area, but to date it has only been applied to a few operational systems. |

---

39 See GARFINKEL, supra note 8, at 12.
40 See GARFINKEL, supra note 8, at 7-9.
**Synthetic Data**

A process in which seed data from an original dataset is used to create artificial data that has some of the statistical characteristics as the seed data. Datasets may be partially synthetic (in which some of the data is inconsistent with the original dataset) or fully synthetic (in which there is no one-to-one mapping between any record in the original dataset and the synthetic dataset).

Synthetic datasets can make it very difficult and costly to map artificial records to actual people, and supports mathematical privacy guarantees with differential privacy that can remain in force “even if there are future data releases.”

Synthetic data “can be confusing to the lay public,” as they may contain artificial individuals who “appear quite similar to actual individuals in the population.” The utility of synthetic data also depends on the model used to create it.

Synthetic databases do not need to be released via interactive query systems, as “the privacy loss budget can be spent in creating the synthetic dataset, rather than in responding to interactive queries.”

Synthetic databases may be confusing to both researchers and lay people, requiring additional efforts to educate data users about the dataset’s contents and limitations.

<table>
<thead>
<tr>
<th>Administrative and Legal Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
</tr>
<tr>
<td><strong>Contractual provisions</strong></td>
</tr>
</tbody>
</table>

---

41 *GARFINKEL*, supra note 11, at 48-49.
42 *Id.* at 49-54.
43 *Id.* at 51.
44 *Id.*
45 *Id.* at 52.
<table>
<thead>
<tr>
<th></th>
<th>legally binding contractual terms, such as commitments not to attempt to re-identify individuals or link datasets, to keep data private and secure, or to only use data for specified purposes.</th>
<th>the risk of re-identification, but when complementing the technical controls above can provide more flexible and contextual privacy protections. Contractual terms are more robust when backed up by audit requirements and penalties for noncompliance.</th>
<th>acceptable data uses, although the compliance costs may deter some potential data users.</th>
<th>developed and deployed, but this is a less extensive process than many of the technical measures above. Contractual provisions can also be tailored to the specific risk profiles of each dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data visualizations, contingency tables, summary statistics, etc.</td>
<td>Rather than providing users access to raw microdata, data may be presented in more privacy-protective formats, such as data visualizations (graphical depictions of a dataset’s features or statistical properties), contingency tables (matrixes of the frequencies of certain variables), or summary statistics (particular aggregate measures of certain variables).</td>
<td>When data is released in non-tabular formats, individual data records are typically more obscure and harder to link to other auxiliary datasets, protecting individual privacy. On the other hand, some data display techniques, if not complemented by the technical controls above, may inadvertently draw attention to outliers (e.g., a data visualization may highlight unique values to a greater extent than a Data released in these sorts of formats may still be highly useful for a range of purposes, although not all. These formats may also limit the ways in which datasets can be combined or built on to generate new insights.</td>
<td>Data released in these sorts of formats may still be highly useful for a range of purposes, although not all. These formats may also limit the ways in which datasets can be combined or built on to generate new insights.</td>
<td>These are fairly low-cost approaches to limiting privacy risks, with numerous public resources readily available to open data program staff. Data that update frequently may be harder to maintain.</td>
</tr>
<tr>
<td><strong>Access fees</strong></td>
<td>Charging users for access to data increases accountability and may discourage improper use of data.</td>
<td>Because fees are likely to deter many casual browsers of a particular datasets, the likelihood of accidental re-identification of an individual by a curious friend, neighbor, or acquaintance generally decreases. Tiered fee structures (e.g., that charge more for commercial access or remote versus in-person data access) may also lower the risk of re-identification by other actors. Charging fees may also introduce registration and audit capabilities, allowing open data program staff to identify which data users accessed which datasets.</td>
<td>The deterrent effect of access fees on the general public will impede the potential utility of the dataset and could limit access by some marginalized or vulnerable communities (e.g., those without credit cards, technological sophistication, or new market entrants). Introducing access fees comes with initial and ongoing administrative overhead, and requires thoughtful determination of when particular datasets or classes of users warrant the use of fees.</td>
<td></td>
</tr>
<tr>
<td><strong>Data enclaves</strong></td>
<td>Physical or virtual environments are created</td>
<td>Risks of re-identification are almost entirely</td>
<td>Data utility can be maximized for qualified</td>
<td>There are significant operational costs to</td>
</tr>
</tbody>
</table>
that enable “authorized users to access confidential data and analyze the data using provided statistical software.”

removed by restricting external access to even de-identified data and introducing accountability and oversight measures. Technical controls may not need to be as strict, when complemented by administrative and legal safeguards (such as requiring researchers to apply for access, describe the proposed research, agree to confidentiality laws and penalties, audit logs, and authentication measures).

researchers, as privacy protections are no longer purely technical. Researchers may be limited in what research questions can be asked and in the format of their results. But data utility is completely removed for any individual or organization that is not approved to access the dataset.

maintaining a secure data enclave, including establishing policies and procedures for granting qualified researcher queries, for processing queries on de-identified data, for establishing the enclave, and for monitoring the program over time.

| Ethical oversight/advisory review board | Particularly risk or ambiguous policy decisions about a dataset are escalated to an external advisory group with broad expertise and community engagement for further review. See Micah Altman et al., supra note 22, at 40; GARFINKEL, supra note 11 at ix. | External review boards with diverse backgrounds and subject matter expertise can more robustly debate the benefits and risks of releasing a dataset and can address any An external review board may determine that a dataset’s utility ultimately outweighs its impact on individual privacy; it may also determine that the benefits do not outweigh the risks. | Establishing and maintaining a body of experts can be a challenging operational endeavor, although guidance and models from academic data research are available. See generally CONFERENCE PROCEEDINGS: BEYOND IRBS: ETHICAL GUIDELINES FOR BIG DATA RESEARCH, FUTURE OF PRIVACY FORUM (Dec. 10, 2015), https://fpf.org/wp-content/uploads/2017/01/Beyond-IRBs-Conference-Proceedings_12-20-16.pdf. |
additional dimensions not captured by the privacy risk assessment (e.g., ethical, scientific, or community factors).

**Step 4B:** After determining and applying appropriate privacy controls and mitigations for the dataset, re-assess the overall risks and benefits of the dataset (Steps 1-3). Note any mitigation steps taken, and record the final benefit-risk score:

<table>
<thead>
<tr>
<th>Benefit</th>
<th>Risks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very Low Risk</td>
</tr>
<tr>
<td>Very High Benefit</td>
<td>Open</td>
</tr>
<tr>
<td>High Benefit</td>
<td>Open</td>
</tr>
<tr>
<td>Moderate Benefit</td>
<td>Limit Access</td>
</tr>
<tr>
<td>Low Benefit</td>
<td>Limit Access</td>
</tr>
<tr>
<td>Very Low Benefit</td>
<td>Additional Screening</td>
</tr>
</tbody>
</table>

If the score is still not “Open,” consider using another re-identification method. If this is not possible, then determine whether to publish the dataset. If the dataset is categorized as “Additional Screening” or “Do Not Publish” but there may be countervailing public policy factors that should be considered, move on to Step 5.

- **Open:** Releasing this dataset to the public presents low or very low privacy risk to individuals, or the potential benefits of the dataset substantially outweigh the potential privacy risks. If the combination of risks and benefits resulted in an “Open” selection in the light green band, consider mitigating the data to further lower the risk.
- **Limit Access**: Releasing this data would create a moderate privacy risk, or the potential benefits of the dataset do not outweigh the potential privacy risks. In order to protect the privacy of individuals, limit access to the dataset such as by attaching contractual/Terms of Service terms to the data prohibiting re-identification attempts.

- **Additional Screening**: Releasing this dataset would create significant privacy risks and the potential benefits do not outweigh the potential privacy risks. In order to protect the privacy of individuals, formal application and oversight mechanisms should be considered (e.g., an institutional review board, data use agreements, or a secure data enclave).

- **Do Not Publish**: Releasing this dataset poses a high or very high risk to individual’s privacy or the potential privacy risks of the dataset significantly outweigh the potential benefits. This dataset should remain closed to the public, unless there are countervailing public policy reasons for publishing it.

### Step 5: Evaluate Countervailing Factors

Sometimes, a dataset with a very high privacy risk is still worth releasing into the open data program in light of public policy considerations. For example, a dataset containing the names and salaries of elected officials would likely be considered high-risk due to the inclusion of a direct identifier. However, there is a compelling public interest in making this information available to citizens that outweighs the risk to individual privacy.

Additionally, there are always risks associated with maintaining and releasing any kind of data relating to individuals. Two key considerations when deciding whether to release the data irrespective of a potentially high or very high risk to individual privacy are:

- 1) If you are on the edge between two categories, analyze the dataset holistically but err on the side of caution. A dataset that is not released immediately can still be released at another date, as additional risk mitigation techniques become available. A dataset that has been released publicly, however, cannot ever be fully pulled back, even if it is later discovered to pose a greater risk to individual privacy. Be particularly cautious about moving data from an original recommendation of **Do Not Publish** to **Open**, and ensure that the potential benefits of releasing the data are truly so likely and compelling that they outweigh the existing privacy risks.

- 2) Any time you deviate from the original analysis, document your reasoning for doing so. This will not only help you decide whether the deviation is, in fact, the correct decision, but also provides accountability. Should the need arise, you will have a record of your reasoning, including analysis of the expected benefits and the recognized risks at the time. Where personally identifiable information is published notwithstanding the privacy risk, accountability mechanisms help maintain trust in the Open Data program that may otherwise be lost.