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How can we govern a technology 
its creators can’t fully explain? 

This is the fundamental question raised by the increasing use of machine learning (ML)—a question that 

is quickly becoming one of the biggest challenges for data-driven organizations, data scientists, and legal 

personnel around the world.1 This challenge arises in various forms, and has been described in various ways 

by practitioners and academics alike, but all relate to the basic ability to assert a causal connection between 

inputs to models and how that input data impacts model output. 

According to Bain & Company, investments in automation in the US alone will approach $8 trillion in the com-

ing years, many premised on recent advances in ML.2  But these advances have far outpaced the legal and 

ethical frameworks for managing this technology. There is simply no commonly agreed upon framework for 

governing the risks—legal, reputational, ethical, and more—associated with ML.

This short white paper aims to provide a template for effectively managing this risk in practice, with the 

goal of providing lawyers, compliance personnel, data scientists, and engineers a framework to safely cre-

ate, deploy, and maintain ML, and to enable effective communication between these distinct organizational 

perspectives. The ultimate aim of this paper is to enable data science and compliance teams to create better, 

more accurate, and more compliant ML models.3 

Does It Matter How Black the “Black Box” Model Is? 

Many of the most powerful ML models are commonly referred to as “black boxes,” due to the inherent difficul-

ty in interpreting how or why the models arrive at particular results. This trait is varyingly addressed as “unin-

terpretability,” “unexplainability,” or “opacity” in the legal and technical literature on ML. But a model’s perceived 

opacity is often the result of a human decision: the choice of which type of ML model to apply. Predictive 

accuracy and explainability are frequently subject to a trade-off; higher levels of accuracy may be achieved, 

but at the cost of decreased levels of explainability.4 

 

While limitations on literal explainability are a central, fundamental challenge in governing ML, we recommend 

that data scientists and lawyers document this trade off from the start, due to the fact that there are various 

ways to balance accuracy against explainability. Data scientists might seek to break down the decision they’re 

predicting using ensemble methods, for example, utilizing multiple models to maximize accuracy where nec-

essary while maximizing explainability in other areas. Any decrease in explainability should always be the result 

of a conscious decision, rather than the result of a reflexive desire to maximize accuracy. All such decisions, 

including the design, theory, and logic underlying the models, should be documented as well.5 

Similarly, we recommend all lines of defense take into account the “materiality” of the model deployment. 

Broadly speaking, the concept of materiality arises from evaluating the significance or personal impact of 

the model on the organization, its end users, individuals, and third parties. In practice, for example, a model 

making movie recommendations will have lower impact—and therefore should allow a higher tolerance for 

unknown risks—than a model used in a medical environment, the results of which could have a direct impact 

on patient health.
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Key Objectives & The Three Lines of Defense
 

Projects that involve ML will be on the strongest footing with clear objectives from the start. To that end, 

all ML projects should begin with clearly documented initial objectives and underlying assumptions. These 

objectives should also include major desired and undesired outcomes and should be circulated amongst all 

key stakeholders. Data scientists, for example, might be best positioned to describe key desired outcomes, 

while legal personnel might describe specific undesired outcomes that could give rise to legal liability. Such 

outcomes, including clear boundaries for appropriate use cases, should be made obvious from the outset of 

any ML project. Additionally, expected consumers of the model—from individuals to systems that employ its 

recommendations—should be clearly specified as well.6  

  

Once the overall objectives are clear, the three “lines of defense” should be clearly set forth. Lines of de-

fense—inspired by model risk management frameworks like the Federal Reserve Board’s Supervision and 

Regulation Letter 11-7—refer to roles and responsibilities of data scientists and others involved in the process 

of creating, deploying, and auditing ML. SR 11-7, for example, stresses the importance of “effective challenge” 

throughout the model lifecycle by multiple parties as a crucial step that must be distinct from model develop-

ment itself.7  The ultimate goal of these measures is to develop processes that direct multiple tiers of person-

nel to assess models and ensure their safety and security over time. Broadly speaking, the first line is focused 

on the development and testing of models, the second line on model validation and legal and data review, and 

the third line on periodic auditing over time. Lines of defense should be composed of the following five roles:

• Data Owners: Responsible for the data used by the models, often referred to as “database administra-

tors,” “data engineers,” or “data stewards.”

• Data Scientists: Create and maintain models.

• Domain Experts: Possess subject matter expertise about the problem the model is being used to solve, 

also known as “business owners.”

• Validators: Review and approve the work created by both data owners and data scientists, with a focus 

on technical accuracy. Oftentimes, validators are data scientists who are not associated with the specific 

model or project at hand.

• Governance Personnel: Review and approve the work created by both data owners and data scientists, 

with a focus on legal risk.

Some organizations rely on model governance committees—which represent a range of stakeholders impact-

ed by the deployment of a particular model—to ensure members of each above group performs their respon-

sibilities, and that appropriate lines of defense are put in place before any model is deployed.8  While helpful, 

such review boards may also stand in the way of efficient and scalable production. As a result, executive-led 

model review boards should shift their focus to developing and implementing processes surrounding the roles 

and responsibilities of each above group. These boards should formulate and review such processes before 

they are carried out and in periodic post-hoc audits, rather than individually reviewing each model before 

deployment.

We make further recommendations below as to how to develop these three lines of defense. Critically, these 

recommendations should be implemented in varying degrees, consistent with the overall risk associated with 

each model. Every model has unforeseen risks, but some deployments are more likely to demonstrate bias 

and result in adverse consequences than others. As a result, we recommend that the depth, intensity, and 
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frequency of review factor in characteristics including: the model’s intended use and any restrictions on use 

(such as consumer opt out requirements), the model’s potential impact on individual rights, the maturity of 

the model, the quality of the training data, the level of explainability, and the predicted quality of testing and 

review.9 

Focusing on the Input Data

Once proper roles and processes have been put in place, there is no more important aspect to risk manage-

ment than understanding the data being used by the model, both during training and deployment. In practice, 

maintaining this data infrastructure—the pipeline from the data to the model—is one of the most critical, and 

also the most overlooked, aspects of governing ML.11  Broadly speaking, effective risk management of the un-

derlying data should build upon the following recommendations:

• Document Model Requirements: All models have requirements—from freshness of data, to specific 

features required, to intended uses, and more—which can impact model performance, all of which need to 

be documented clearly.12 This enables validators to properly review each project and ensure that mod-

els can be maintained over time and across personnel. Similarly, data dependencies will inevitably exist 

in surrounding systems that feed data into the model; where these dependencies exist, they should be 

documented and monitored. Additionally, documentation should include discussion of where personally 

identifiable information is included and why, how that data has been protected (through encryption, hash-

ing, or otherwise), along with the traceability of that data. 

• Assess Data Quality: Understanding the quality of data fed into a model is a key component of model 

risk, and should include an analysis of: completeness, accuracy, consistency, timeliness, duplication, validi-

ty, availability, and provenance. Many risk management frameworks rely on the so-called “traffic light sys-

tem” for this type of assessment, which utilizes red, amber, and green colors to create a visual dashboard 

to represent such assessments.

Implementing the Three Lines of Defense

A select group of data owners and data scientists comprise the first line of defense, documenting objectives 

and assumptions behind a particular ML project. Another group of data scientists, designated as validators, 

serves as the second line, along with legal personnel, who together review data quality assessments of the 

data used by the model, model documentation, key assumptions, and methodologies. It’s critical that data 

scientists in the second line also serve in the first line in other projects, in order to ensure that expertise is 

sufficiently distributed. A third line of defense includes periodic reviews of the underlying assumptions behind 

the model, including the recommendations below. We recommend third line reviews no less-frequently than 

every six months. These reviews, however, should be tailored to the specific risks of the ML in deployment, 

and to the specific compliance burden as well.10 
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• Encapsulate the Model: Separating the model from the underlying infrastructure allows for vigorous 

testing of the model itself and the surrounding processes. To that end, each step—from configuration, to 

feature extraction, to serving infrastructure, and more—should be clearly documented, and clearly encap-

sulated, so that debugging and updates can occur without too much complexity. Typically, this complexity 

accrues with time over the deployment cycle of a model, and is one of the greatest sources of risk in using 

ML. 

• Monitor the Underlying Data: Input data should be monitored to detect “data drift,” in which production 

data differs from training data, with an emphasis on how such drift might impact model performance. 

Data used to train the model should be statistically represented, and data ingested during deployment 

should be compared against this representation. Thorough leave-one-feature-out evaluations of the 

model—which can highlight the most determinative features in the underlying data—should also be per-

formed.13  These evaluations can be used to understand whether specific features in the data should be 

monitored with extra care, along with potentially underutilized features, which the model may not need to 

ingest. 

• Make Alerts Actionable: Monitoring underlying data allows for the detection of potential undesired 

changes in model behavior—but monitoring is only as useful as the existing alert system.14  We recom-

mend alerts notify both the data owner and the data scientists in the first line of defense, and that all 

alerts are saved for logging purposes so the second and third line reviewers can audit how alerts were 

generated and how they were responded to over time.

Using Model Output Data as a Window into Your Model

Understanding the outputs of a model—both during training and once in deployment—is critical to monitoring 

its health and any associated risks. To that end, we recommend that data owners, data scientists, validators, 

and governance personnel:

• Expose Biases: Data can inaccurately represent the real world, such as when a dataset omits or isolates 

a fraction of the population in a systematic way. Data can also reflect socially-derived artefacts in ways 

that are detrimental to particular groups. As such, removing bias from a model is not always practical, but 

seeking to quantify that bias—and where possible, to minimize it—is. For data on human subjects, it may 

be possible to validate outputs by cross-referencing privately-held datasets with public information, such 

as from a national statistics bureau. Where such validation is not feasible, policies applied to data may 

also need to restrict sensitive data (such as data on race or gender), and output analysis should be per-

formed to detect potential proxies for sensitive features (such as zip codes).15  We recommend perturbing 

sensitive features in input data and using the resulting model output to determine the model’s reliance on 

these sensitive features, in addition to detecting the existence of any features that are acting as proxies 

(such as age).16  In practice, detecting bias calls for a mixture of data analysis focused on both model in-

puts and outputs. Evaluation for bias should occur at all stages of model design and implementation, and 

throughout each line of defense.
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• Monitor Continuously: We recommend that model output be statistically represented, just like the un-

derlying training and deployment data the models ingest. This will require a clear understanding of where 

each model’s decisions are stored and establishing a statistical “ground truth” of correct behavior during 

training. In some cases, these representations will enable anomaly detection, or model misbehavior, to 

be uncovered in a timely manner. These representations will also help detect whether the input data has 

strayed from the training data, and can indicate when a model should be retrained on a refreshed dataset. 

The full impact of these methods will vary—depending, for example, on whether the model continues to 

train during deployment, among many other factors—but they will enable quicker risk assessment, debug-

ging, and more meaningful alerts.17  

• Detect Feedback Loops: Feedback loops occur when a model’s actions influence the data it uses to up-

date its parameters. This could occur, for example, when a content-selection system and an ad-selection 

system exist on the same page, but do not share parameters and were not jointly trained. The two selec-

tion systems can influence one another over time, especially if both are continually updating their inter-

nal parameters. Detecting such feedback loops can be challenging and time-consuming. Organizations 

deploying multiple models that might interact with each other over time should pay particular attention to 

this phenomenon when monitoring model output.  

• Document All Testing: All such analysis and testing, especially testing focused on bias within the mod-

el, should be clearly documented—both to serve as proof of attempts to minimize or avoid undesired 

outcomes, and to help members of the second and third lines of defense evaluate and understand the 

project’s development and potential risks. We recommend that testing documentation specify, at mini-

mum, who conducted the testing, the nature of the tests, the review and response process, and delineate 

the stages at which testing occurred. Critically, all such documentation should be easily available to every 

member of the first, second, and third line of defense. Making this documentation easily accessible will 

help ensure that testing is thorough and will enable everyone involved in the model’s deployment to clear-

ly understand the associated risks.  

As with the above recommendations on underlying data shift, actionable alerts should also be a priority in 

monitoring the model’s output. It is critical that these alerts are received by the right personnel, and that such 

alerts be saved for auditing purposes.

Pulling Models from Production

There are a variety of reasons why models can and should be removed from a production environment—or 

simply overridden or corrected. These processes need to be considered at every step of the deployment 

cycle. Every member of the first, second, and third lines of defense, for example, should understand how to 

remove the model from production, what, if any, replacement would be required, and the impact of doing so 

in the short- and medium-term.18  These requirements should be included in the model documentation and 

should be validated and reviewed for accuracy and consistency over time.19 
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Risk Management: A Never-Ending Task 

Effective ML risk management is a continuous process. While this paper has been focused on the deployment 

of an individual model, multiple models may be deployed at once in practice, or the same team may be re-

sponsible for multiple models in production, all in various stages. As such, it is critical to have a model inven-

tory that’s easily accessible to all relevant personnel. Changes to models or underlying data or infrastructure, 

which commonly occur over time, should also be easily discoverable. Some changes should generate specific 

alerts, as discussed above.

There is no point in time in the process of creating, testing, deploying, and auditing production ML where a 

model can be “certified” as being free from risk. There are, however, a host of methods to thoroughly docu-

ment and monitor ML throughout its lifecycle to keep risk manageable, and to enable organizations to re-

spond to fluctuations in the factors that affect this risk. 

To be successful, organizations will need to ensure all internal stakeholders are aware and engaged through-

out the entire lifecycle of the model. This whitepaper aimed to outline a framework for managing these risks, 

and we welcome suggestions or comments to improve this framework. Please reach out to governance@

immuta.com with feedback.

mailto:governance%40immuta.com?subject=
mailto:governance%40immuta.com?subject=
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Model Management Checklist: A Starting Guide
1st Line of Defense

 ❒ Who is a member of this team? 

 ❒ What is each team member’s responsibility?

 ❒ Where will documentation for your project be stored?

 ❒ How will it be accessed, and can every team member, in every line of defense, access this documentation?

 ❒ What are key objectives for this project?

 ❒ What outcomes and key risks need to be avoided or minimized?

 ❒ What are key assumptions behind the project?

 ❒ What are key methodologies behind the project?

 ❒ What are key dependencies, and how have they been taken into account?

 ❒ How can the dataset used to train this model be accessed or recreated? 

 ❒ What alternative models were considered?

 ❒ What research or references influenced this project?

 ❒ Was a tradeoff made between accuracy and explainability, and if so, how?

 ❒ Can the 1st line of defense replicate the model as it now exists? What about the model when it was initially deployed?

 ❒ Who comprises the 2nd and 3rd lines of defense?

 ❒ Are members of the 2nd and 3rd lines of defense aware of this project? If not, do they need to be?

 ❒ What is the expected lifecycle for this model?

 ❒ How should this model be removed from production or corrected, if necessary?

2nd Line of Defense

 ❒ Who is a member of this team? 

 ❒ What is each team member’s responsibility?

 ❒ Were the right policies put in place on the data used to create this model?

 ❒ Are the right policies in place on the data the model will ingest once in production?

 ❒ Is the legal analysis behind this project correct, and has it been implemented properly?

 ❒ Are there risks the 1st line of defense missed?

 ❒ Is the technical analysis behind this project sound, and has it been implemented properly?

 ❒ Are there technical reasons this model might not perform as expected?

 ❒ Are there reasons to believe the quality of the training data or the deployment data will be poor or insufficient?

 ❒ If the model changes for any reason once validated, is it clear how the 2nd line will be notified?

3rd Line of Defense 

 ❒ Who is a member of this team?

 ❒ What is each team member’s responsibility?

 ❒ How often will review take place?

 ❒ Where is there an inventory of all models in the organization? 

 ❒ Where is there documentation for all models in the organization?

 ❒ Are there any specific triggers that could or should mandate review?

 ❒ Are there reasons to believe the technical work behind this model is insufficient?

 ❒ Are there reasons to believe the legal risk assessment behind this model is insufficient?

 ❒ Are there any risks that were not accounted for, either because they weren’t addressed or because such risk didn’t 

previously exist?

 ❒ Do you have sufficient authority to pull a model from production if it is found to be overly risky, have technical prob-

lems, or has other issues?
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Immuta is the fastest way for algorithm-driven enterprises to accelerate the 

development and control of machine learning and advanced analytics. The com-

pany’s hyperscale data management platform provides data scientists with rapid, 

personalized data access to dramatically improve the creation, deployment, and 

auditability of machine learning and AI. Founded in 2014, Immuta is headquartered 

in College Park, Maryland. For more information, visit www.immuta.com.

 

Future of Privacy Forum is a nonprofit organization that serves as a catalyst for 

privacy leadership and scholarship, advancing principled data practices in support 

of emerging technologies. FPF brings together industry, academics, consumer 

advocates, and other thought leaders to explore the challenges posed by tech-

nological innovation and develop privacy protections, ethical norms, and workable 

business practices. For more information, visit www.fpf.org. 

http://www.immuta.com
http://www.fpf.org
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model evolution. That said, understanding that certain changes have occurred and making a judgment on whether the change is desir-

able, undesirable, or unclear is crucial. 

15  Output analysis may also include evaluation for detection compensation, subverted self-learning, and evidence of workarounds during 

development instead of fixes. In addition, documentation should include what standards were used for setting threshold parameters and 

the justification for those standards. In particular, data scientists should document their process for setting acceptable false positive 

and false negative rates, including any trials run using alternate versions of the model. This documentation should continue as the model 

evolves and as new risks potentially come to light.

16  This type of feature proxy analysis should be tailored to the initial objectives—in particular, the initial undesired outcomes—set forth by 

legal personnel. Only by knowing exactly what to avoid, or what outcomes to minimize, can data scientists assess and test their models 

appropriately. We have included these particular recommendations in this whitepaper’s section on output data, though we are well aware 

that they may just as well belong in the above section. Note, also, that financial institutions have traditionally relied on disparate impact 

analysis, which evaluates the adverse impact of facially neutral practices on certain protected classes when assessing bias and discrimi-

nation.

17  Martin Zinkevich provides a good overview of what he calls training- serving skew, defined as “the difference between performance 

during training and performance during serving,” which such monitoring can help detect. We highly recommend his overview of best prac-

tices for implementing ML in Martin Zinkevich, “Rules of Machine Learning: Best Practices for ML Engineering,” available at http://martin.

zinkevich.org/rules_of_ml/rules_of_ml.pdf.

18  Note that Zinkevich specifically advocates building models slowly, and beginning with hardcoded business logic to address this issue. 

By doing so, model or system changes can be better understood over time. If models are well-documented and stored, this type of incre-

mental change also more easily facilitates rolling back a production model not performing as expected or desired.

19  In cases where a model is pulled from production, the reasons for pulling the model and the processes for addressing or fixing any 

errors in the model should also be documented in detail. We recommend that organizations have a process in place to provide notice to 

consumers of a model once pulled from production. When a model or dataset is pulled from production, or is replaced by another model 

or dataset, end users of the system should be notified promptly with the reason the model is being pulled, an explanation of the alterna-

tive model and its potential impact on performance, and the steps the team is taking to address the issue.


