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Introduction

In this position statement, I examine the privacy issues arising out of health surveillance carried out by Covid-19 Apps from the perspective of their impact on the social identity of an individual. I contend that while the extraordinary circumstances of the pandemic permit a limited time exception to privacy, they do not provide an everlasting justification for reducing the identity of an individual to a potential disease carrier. I argue against the post-pandemic secondary usage of the data collected as part of the global health surveillance effort and assert that the ambivalence regarding existence of surveillance surrounding an individual’s social identity can leave her in a perpetual state of simulated surveillance (simveillance). Lastly, I state that privacy challenge posed by Covid-19 Apps has helped us realize that while limited exceptions to privacy maybe carved out in grave emergencies, there is no justification for round the clock surveillance of an individual’s existence by Big Data Analytics.

Factual Overview

In the aftermath of the Covid-19 pandemic, many countries launched health surveillance apps, as part of the effort to contain the spread of the virus through contact tracing. Experts disagree on the feasibility and desirability of such apps. While proponents of these apps point to their potential efficacy, privacy scholars have voiced their concerns regarding their potential overreach. It is also worth noting that while some countries have steadfastly proceeded with this techno-legal solution others have been far
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more circumspect, with Norway even abandoning the project on account of privacy concerns.  

**Pandemic and Social Identity**

I concur with Parker *et al*’s summation of the ethical dilemma surrounding the Covid-19 Apps that any justification of privacy infringement needs to be necessary either to save lives or reduce suffering and the measure should be significantly more effective than the alternatives.  

I believe that while a limited time emergency exception to privacy maybe justified during the extraordinary course of the pandemic, the post-pandemic world must be built on greater privacy safeguards.  

Towards this end, it is critical to note that there are some important differences between the functioning of Big Data Analytics and the Covid-19 Apps. Big Data Analytics control our access to the physical realm through the virtual. On the other hand, Covid-19 Apps exercise direct control over our participation in the physical realm. In ordinary circumstances, an individual participates in the social sphere through the various roles that she performs such as a parent or a professor. The control over determination of her social identity is a fundamental aspect of an individual’s autonomy, which is protected through privacy.  

However, during the extraordinary course of the pandemic an individual’s participation in the social sphere becomes contingent on her status as a potential disease carrier as determined by the Covid-19 Apps. One could argue that the diminished individual control over social identity is not the result of Covid-19 Apps but the pandemic. However, such a claim would not be entirely correct. While the extraordinary circumstances of pandemic certainly play a part in diminishing individual autonomy, it is the technical surveillance solutions such as the Covid-19 Apps that make the pandemic relevant from privacy studies perspective. Covid-19 Apps are technological embodiments of Foucault’s *medical gaze*, the accumulation of medical knowledge through the medical
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separation between a patient’s body and his identity. 8 Unlike Big Data Analytics, which deploy manipulative strategies to diminish individual autonomy, Covid-19 Apps exercise direct control. While most countries have made the installation of these Apps as voluntary, privacy scholars have decried this consent as illusory.9 This illusory consent and the resultant compulsory installation of these Apps places a limitation on an individual’s right to informational self-determination.

**Post-Pandemic Simveillance**

A surveillance app that limits an individual’s identity to a potential disease carrier, and acts as a gatekeeper to her participation in the social sphere, faces an enormous moral challenge. The right to determine and decide the course of one’s identity is a fundamental human right. Any app seeking to temporarily suspend that right needs to meet a much higher benchmark than anonymity guaranteed in privacy regulation. It must be in conformity with the morality of freedom.10 As Foucault noted, in the study of human beings, the goals of power and the goals of knowledge cannot be separated.11 In the post-pandemic world, there may be great temptations to use the data for secondary purposes.12 But no matter how laudable the objective, a database which is a living account of the global citizenry’s day to day existence is inherently dangerous. The post-coronavirus world cannot be built on the edifice of residual surveillance that will result in self-censorship and heightened states of paranoia.

In the absence of legal measures safeguarding the individual’s social identity in the post-pandemic world, she would be left in a state of simveillance.13 The formulation of our social identity is dependent upon our participation in the social realm. But if we cannot do so without being constantly monitored, then the surveillance would become such a ‘natural’
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part of the formation of our social identity that perhaps in the future we would be unable to form our social identities in its absence. Our internalization of this surveillance would mean that we would continue to simulate the surveillance, even in its absence, for there never would be a way to conclusively end the skepticism about its existence. In this simulacrum, unlike Bentham’s panopticon, even the illusion of surveillance will not be needed.¹⁴

I believe that the Covid-19 Apps can prove to be a turning point in the privacy discourse. Either as stated above they would leave us in a state of simveillance or we can use them as a frame of reference to question existing privacy norms. If it takes a pandemic to justify a limited time exception to privacy, then certainly there is no moral justification for the present round the clock surveillance of individual existence by Big Data Analytics.

¹⁴ Puri, supra note 1. Nathan Radke, Simveillance in Hyperreal Las Vegas, 2 International Journal of Baudrillard Studies (2005) https://baudrillardstudies.ubishops.ca/simveillance-in-hyperreal-las-vegas/. While distinguishing simveillance from Bentham’s panopticon, Radke states, “The reason that the panopticon uses the illusion of constant vigilance is because of the physical problems such vigilance would have posed; Bentham argues that the fiction of observation is as potent as actual observation. When simveillance makes constant vigilance possible, it is no longer necessary to reinforce the illusion of the fiction.”