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Abstract 

 

Privacy needs to be at the center of internet policymaking.  Yet 
before they promulgate substantive rules, key administrators must 
develop an institutional competence for continually monitoring 
rapidly-changing business practices.  While the Federal Trade 
Commission and the Federal Communications Commission have 
articulated principles for protecting privacy, they have not engaged 
in the monitoring necessary to enforce these guidelines.  This essay 
promotes institutions designed to develop better agency 
understanding of privacy-eroding practices.  Whether public or 
private, such institutions would respect legitimate needs for business 
confidentiality while promoting individuals‘ capacity to understand 
how their reputations are shaped by dominant intermediaries. 

 

 

Internet service providers and search engines have mapped the web, accelerated e-

commerce, and empowered new communities.  They also pose new challenges for privacy 

regulators.  Google‘s secrecy about its business practices is well-known, and often frustrates 

regulators.  The Federal Communications Commission (FCC) recently found that another 

intermediary–Comcast (the nation‘s largest broadband service provider)—engaged in 

problematic network management practices.  Such network management practices may 

eventually involve ―packet-sniffing‖ that seriously compromises user privacy.  But it took a 

dogged engineer and investigative reporters months of sleuthing to provoke the agency to 

investigate.
1
  The average customer is not capable of detecting untoward conduct by 

intermediaries.  If intermediary misconduct only negatively affects third parties, users have 

almost no incentive even to try to detect it.
2
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Just as Danny Weitzner presciently called for an ―independent panel of technical, 

legal and business experts to help [the FTC] review, on an ongoing basis the privacy 

practices of Google,‖
3
 the FCC needs to develop the capacity for understanding the ranking 

practices of the entities it regulates.  This capacity could, in turn, enable litigants to submit 

focused queries to a nonbiased third party that could quickly give critical information to 

courts mired in discovery disputes in search-related lawsuits. It could also enhance public 

understanding of intermediaries‘ data practices.   

Competition Erodes Privacy 

Leading scholars have modeled privacy as a purchasable commodity: as with other 

products, individuals have varying preferences and abilities to pay for more or less privacy.  

On this economistic view, firms will emerge to compete to offer more or less privacy or will 

provide customers with various ―privacy settings‖ to permit them to tailor their online 

services.  Unfortunately, each of these assumptions is problematic, especially when we 

reflect on the zero-sum nature of reputational capital in many settings. 

Competition is often elevated as a solution to the privacy problem, but few Internet 

intermediaries do (or even can) compete to grant users more privacy.  Instead, carriers are 

beginning to compete in ways that are corrosive to privacy.  As Paul Ohm has documented, 

―[b]roadband ISPs have . . . search[ed] for new sources of revenue . . . [by] ‗trading user 

secrets for cash,‘ which Google has proved can be a very lucrative market.‖
4
  While user 

protests have deterred the most abusive practices, Ohm predicts that ―ISPs, faced with 

changes in technology, extraordinary pressures to increase revenues, and murky ethical 

rules, will continue aggressively to expand network monitoring.‖  Antitrust law has been 

slow to recognize privacy as a dimension of product quality, and the competition that it 
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promotes can do as much to trample privacy as to protect it. Intermediary competition is 

supposed to provide users with more companies offering more options.  However, 

competition is based primarily on immediately experienced aspects of the service, such as 

price and speed.  The prospect of altering the terms of service for an intermediary like 

Facebook or Google is beyond the ambition of almost all users.  

Even intermediaries with intimate knowledge of users‘ communications with family 

and friends have tended to assert almost unlimited powers over user-generated content. The 

social networking site Facebook attempted to legitimate this power by creating a system that 

allowed its users to ―vote‖ for changes to the terms of service before they are implemented.
5
  

However, University of Cambridge researchers have released a detailed report which 

concludes that Facebook‘s system is merely ―democracy theatre‖ with little practical effect 

on the company‘s operations.
6
  

These examples exemplify a common theme: as the use and reuse of personal 

information becomes more deeply rooted in intermediary business practices, the tension 

between competition and privacy becomes more pronounced.  For example, if a user of one 

social network wants to join another, she will often be reluctant to do so because of 

―switching costs‖; she has already invested some time and effort in creating her existing 

profile.  The chief way of reducing those costs is to require data portability, which would 

allow users to take their list of contacts, applications, pictures, and other items with them 

when they want to leave.  However, such a rule (or protocol for data storage) can render the 

rest of the user‘s social graph vulnerable to unwanted exposure on the network the user 

migrates to.7  Randal Picker has described the deep tension between competition and 

privacy that results, arguing that this tension creates an incentive for greater consolidation of 
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user information.
8
  Given these patterns of industry practice and consumer behavior, privacy 

regulators‘ monitoring of oligopolistic online entities will be more effective than waiting for 

the elusive concept of ―privacy competition.‖ 

The classic laissez-faire approach here is to assume that the market will address any 

lingering privacy concerns.  Firms will meet a market demand for privacy as individuals exit 

services that become too invasive of their privacy.  However, established social dynamics 

render that faith in uncoordinated action suspect.  Given the steady decline in individuals‘ 

expectations of privacy, both privacy and the reputations built on personal information 

might better be considered irreducibly social goods than some quanta of enjoyments 

individuals trade off for money.
9
  Once commodified, privacy and reputational integrity are 

inevitably parceled out to rich and poor on differential terms.  Moreover, given the 

frequently abstract ―benefits‖ that privacy and reputational integrity afford, they are often 

traded away for competitive economic advantage.
10

  This process further erodes the societal 

expectations of privacy that underwrite respect for reputational integrity.
11

  

A collective commitment to privacy is far more valuable than a private, transactional 

approach that all but guarantees a race to the bottom.
12  

Network neutrality regulations can 

include rules that will protect the privacy that market competition, left on its own, will 

inevitably erode.  Ohm even predicts that privacy concerns will ―reinvigorate [the] stagnant 

debate [over network neutrality] by introducing privacy and personal autonomy into a 

discussion that has only ever been about economics and innovation.‖
13

   

Toward Better Understanding of Privacy-Eroding Practices 

Public anxieties about search engines have coalesced around the threats to privacy 

they pose but ISPs pose at least as great a threat to privacy as Google does, as they have the 
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opportunity to collect data not just on searches, but on all their users‘ time on the web.  

Where do we go from here?  Public interest groups have made some inroads in holding ISPs 

accountable, but even they appear reluctant to take the next step to recognize the parallel 

power of a dominant search engine like Google.  Public interest groups will soon have no 

choice but to confront this dominance, given that the obstacles to holding Google 

accountable, trade secret protection for its ordering algorithms, will also interfere with 

network neutrality regulation.  Like search engines, carriers face an information overload 

problem, with spam, viruses, and high-demand applications threatening to overwhelm their 

networks.  They are likely to make key network-management practices as confidential as 

search engine rankings, and trade secret protection has already been deployed in other 

technological settings to block critical review of questionable corporate behavior. 

The degree of expertise necessary to recognize these externalities in the new online 

environment is likely to be possessed by only the most committed observers.  Only a 

dedicated group of engineers, social scientists, and computer scientists can be adept enough 

at understanding search engine decisions as a whole to understand privacy-eroding data 

practices. 

There are some institutional precedents for the kind of monitoring that would be 

necessary to accomplish these goals.  For example, the French Commission Nationale De 

L‘Informatique et des Libertes (CNIL) has several prerogatives designed to protect the 

privacy of French citizens.
14

  For example, CNIL ―ensure[s] that citizens are in a position to 

exercise their rights through information‖ by requiring data controllers to ―ensure data 

security and confidentiality,‖ to ―accept on-site inspections by the CNIL,‖ and to ―reply to 

any request for information.‖
15

  CNIL also grants individual persons rights to obtain 
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information about the digital dossiers kept on them and their use.  For example, CNIL states 

that French law provides that:  

Every person may, on simple request addressed to the organisation in 

question, have free access to all the information concerning him in clear 

language.   

Every person may directly require from an organisation holding 

information about him that the data be corrected (if they are 

wrong), completed or clarified (if they are incomplete or equivocal), or 

erased (if this information could not legally be collected). 

Every person may oppose that information about him is used for 

advertising purposes or for commercial purposes.
16

 

While the United States does not have the same tradition of protecting privacy prevalent in 

Europe,
17

 the institutional mechanisms pioneered by CNIL could prove worthwhile models 

for U.S. agencies. 

U.S. policymakers may also continue to experiment with public–private partnerships 

to monitor problematic behavior at search engines and carriers.  For instance, the National 

Advertising Division (NAD) of the Council of Better Business Bureaus is a ―voluntary, self-

regulating body‖ that fields complaints about allegedly untruthful advertising.
18

  The vast 

majority of companies investigated by NAD comply with its recommendations, but can 

resist its authority and resolve the dispute before the FTC.
19

  Rather than overwhelming the 

agency with adjudications, the NAD process provides an initial forum for advertisers and 

their critics to contest the validity of statements.
20

  NAD is part of a larger association called 

the National Advertising Review Council (NARC), which promulgates procedures for 

NAD, the Children‘s Advertising Review Unit (CARU), and the National Advertising 

Review Board (NARB).
21

   

Instead of an ―Innovation Environment Protection Agency (iEPA)‖ (the agency 

Lawrence Lessig proposed to supplant the FCC), I would recommend the formation of an 
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Internet Intermediary Regulatory Council (IIRC) to assist both the FCC and FTC in carrying 

out their present missions.
22

  Like the NARC, the IIRC would follow up on complaints 

made by competitors, the public, or when it determines that a practice deserves 

investigation.  If the self-regulatory council failed to reconcile conflicting claims, it could 

refer complaints to the FTC (in the case of search engines, which implicate the FTC‘s extant 

expertise in both privacy and advertising) or the FCC (in the case of carriers).  In either 

context, an IIRC would need not only lawyers, but also engineers and programmers who 

could fully understand the technology affecting data, ranking, and traffic management 

practices.  

The IIRC would research and issue reports on suspect practices at Internet 

intermediaries, while respecting the intellectual property of the companies it investigated.  

An IIRC could generate official and even public understanding of intermediary practices in 

a qualified way.  An IIRC could develop a detailed description of safeguards for trade 

secrets, which would prevent anyone outside its offices (including the complainant) from 

accessing the information.
23

  Another option would be to allow IIRC agents to inspect such 

information without actually obtaining it.  An IIRC could create ―reading rooms‖ for its 

experts to utilize, just as some courts allow very restrictive protective orders to govern 

discovery in disputes involving trade secrets.  The experts would review the information in a 

group setting (possibly over a period of days) to determine whether a given intermediary 

had engaged in practices that could constitute a violation of privacy or consumer protection 

law.  Such review would not require any outside access to sensitive information.   

I prefer not to specify at this time whether an IIRC would be a private or public 

entity.  Either approach would have distinct costs and benefits explored (in part) by a well-
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developed literature on the role of private entities in Internet governance.
24

  Regardless of 

whether monitoring is done by a governmental entity (like CNIL) or an NGO (like NARC), 

we must begin developing the institutional capacity to permit a more rapid understanding of 

intermediary actions than traditional litigation permits.
25

   

It is not merely markets and antitrust enforcement that are insufficient to constrain 

problematic intermediary behavior—the common law is also likely to fall short.  

Examination of carrier and search engine algorithms subject to very restrictive protective 

orders would amount to a similar barrier to accountability.  Moreover, it makes little sense 

for a court to start from scratch in understanding the complex practices of intermediaries 

when an entity like the IIRC could develop lasting expertise in interpreting their actions. 

Rumors about a person‘s sexual experiences, health status, incompetence, or 

nastiness can percolate in blogs and message boards for years.  Search engines can then 

increase the salience of such information, making a single mistake or scandal the dominant 

image of a person online.  Even more chillingly, the subject of such innuendo may never 

know its influence on important decisionmakers.  While many web users assume that they 

understand how the results generated by their name or business appear generally, we are 

really only aware of how such results are presented to us individually.  Personalization 

permits search engines to present custom-tailored results based on users‘ past behavior.  The 

degree of expertise necessary to recognize these externalities in the new online environment 

is likely to be possessed by only the most committed observers.   

This potent combination of expertise and externalities is a classic rationale for 

regulation.  As Danny Weitzner‘s proposal for ―extreme factfinding‖ (in the context of the 

Google–DoubleClick merger review) recognized, only a dedicated group of engineers, 
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social scientists, and computer scientists can be adept enough at understanding search 

engine decisions as a whole to understand any particular claim of invasion of privacy.  

Someone needs to be able to examine the finer details of the publicly undisclosed operation 

of culturally significant automated systems.
26

  

Conclusion 

ISPs and search engines have mapped the web, accelerated e-commerce, and 

empowered new communities.  They also pose new challenges for law.  Individuals are 

rapidly losing the ability to affect their own image on the web, or even to know what data 

others are presented with regarding them.  When web users attempt to find information or 

entertainment, they have little assurance that a carrier or search engine is not engaging in 

unfair data practices. 

Those skeptical of the administrative state may find a proposal to ―watch the 

watchers‖ problematic.  They think of intermediaries as primarily market actors, to be 

disciplined by market constraints.  However, the development of dominant Web 2.0 

intermediaries was itself a product of particular legal choices about the extent of intellectual 

property rights and the responsibilities of intermediaries made in legislative and judicial 

decisions in the 1990s.  As intermediaries gained power, various entities tried to bring them 

to heel—including content providers, search engine optimizers, trademark owners, and 

consumer advocates.  In traditional information law, claims under defamation and copyright 

law might have posed serious worries for these companies.  However, revisions of 

communications and intellectual property law in the late 1990s provided safe harbors that 

can trump legal claims sounding in each of these other areas.  Some basic reporting 

responsibilities are a small price to pay for continuing enjoyment of such immunities. 
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Any policy analysis of dominant intermediaries should recognize the sensitive 

cultural and political issues raised by them.  While economics proceeds on a paradigm of 

maximizing consumer welfare, this goal is but one of many dimensions along which 

intermediary performance should be measured.  Qualified transparency of intermediary 

practices would assist policymakers and courts that seek to address the reputational impact 

of their dominance.  New practices like deep packet inspection raise privacy concerns as 

great, or greater, than Transportation Security Administration screening or EZ-Pass 

monitoring.  Someone must watch the watchers.   

Dominant search engines and ISPs are the critical infrastructure for contemporary 

culture and politics.  As these intermediaries have gained more information about their 

users, they have shrouded their own business practices in secrecy.  Internet policy needs to 

address the resulting asymmetry of knowledge and power.  While the FTC and the FCC 

have addressed privacy in the past, they have not engaged in the monitoring necessary to 

ensure respect for it.  Monitoring based on a principle of qualified transparency would fill 

this regulatory gap.   
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