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ABSTRACT

In the United States, identity theft resulted irpopate and consumer losses of $56
billion dollars in 2005, with up to 30 percent afdwn identity thefts caused by corporate
data breaches. Many states have responded by iaglégéta breach disclosure laws” that
require firms to notify consumers if their persom#brmation has been lost or stolen.
While the laws are expected to reduce identitytthibleir full effects have yet to be
empirically measured. We used panel data from tBeRdderal Trade Commission to
estimate the impact of data breach disclosure awislentity theft over the years 2002 to
2009. We find that adoption of data breach disal$aws reduce identity theft caused by
data breaches by, on average, 5.7 percent.
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INTRODUCTION

Data breaches occur when personally identifialf@rmation such as names, social security
numbers, and credit card numbers are accidentatyol maliciously stolen. These breaches cantresul
in hundreds of thousands (sometimes millions) ofifgamised records, and lead to identity theft and
related crimes (Givens, 2000in the United States, identity theft resulted amporate and consumer
losses of around $56 billion dollaia 2005 (Javelin Research, 2006). In an efforetiuce these
crimes, many states have responded by adoptingodesiah disclosure (or “security breach
notification”) laws, requiring firms to notify indiduals when their personal information has been
compromised. However, to date, no empirical angligas investigated the effectiveness of such
legislative initiatives in reducing identity thefh this paper, we use panel data gathered from the
Federal Trade Commission (FTC) and other sourcesageven year time period to empirically
examine this effect.

! Criminals use stolen personal information in masys. For example they can incur fraudulent chaogesxisting accounts, or apply for
new utilities (phone, electrical, television, Intet) and financial accounts (such as credit cangstgages, and loans).

2 This value was calculated as the estimated numibielentity theft victims in 2005 multiplied by theverage amount stolen per victim:
8.9M victims * $6,383 stolen/victim = $56.6B. (Aetuamount lost per consumer was $422 on average.)



In response to the recent publicity surrounding deieaches, much time and effort have been
devoted to finding solutions to prevent breachekleeip consumers avoid, or mitigate, any resulting
harm. At least four US congressional hearings ltaveened to discuss how data breach disclosure laws
may reduce identity theft (US Congress, 2005a, BORB05c, 2005d). In a testimony to the U.S. Senate
the chairman of the FTC testified, “The Commisdi@tieves that if a security breach creates a
significant risk of identity theft or other relateédrm, affected consumers should be notified. Ptomp
notification to consumers in these cases can helm tmitigate the damage caused by identity theft”
(FTC, 2005, p10). Moreover, the US Government Aatalility Office (GAO) has stated that
“notification to the individuals affected ...has aléenefits, allowing people the opportunity to take
steps to protect themselves against the dangadsmtity theft” (GAO, 2006). The US Security and
Exchange Commission has proposed new security @vatp guidelines, including “requirements for
notices to individuals [...] intended to give invastanformation that would help them protect
themselves against identity theft” (SEC, 2008)adidlition, other countries have argued in favor of
breach disclosures. For example, the UK Sciencelastinology Committee has claimed that “data
security breach notification law would be among st important advances that the United Kingdom
could make in promoting personal internet secuiiBcience and Technology Committee, 2007).

As of December 31, 2009, 45 US states had adoptdddata breach disclosure laws, as shown in
Figure 13

[InsertFigure 1: Adoption of breach notification laws fr@&002-2009

many of these laws specifically addressed idefitig§t prevention. For example, California’s law
was intended “to help consumers protect their fongrsecurity by requiring that state agencies and
businesses [...] to quickly disclose to consumershkaagch of the security of the system, if the
information disclosed could be used to commit idgniheft” (SB1386). Further, representative Sianiti
(CA) writes that the purpose of the California dateach disclosure bill was to, “provide assurahe¢
when consumers are at risk because of an unautkdosijuisition of personal information, the
consumer will know that he is vulnerable, and wilis be equipped to protect himself physically and/
financially” and moreover, to “provide an incentitcethose responsible for public and privacy dasaba
to improve their security” (Simitian, 2009, 101%he Hawaiian law is even more direct: “[t|he purpos
of this Act is to alleviate the growing plague déntity theft by requiring businesses and goverrimen
agencies that maintain records containing resimhelitiduals' personal information to notify an
individual whenever the individual's personal imi@tion has been compromised by unauthorized
disclosure” (SB2290). Montana’s breach law is “ahaopting and revising laws to implement
individual privacy and to prevent identity thef8B732).

While details of the legislations vary across statieeir central themes are consistent. Specijicall
they require notification a) in a timely mannerifipersonally identifiable information has eitheren
lost, or is likely to be acquired, by an unauthedperson, c) and is reasonably considered to
compromise an individual’s personal informationeTaws generally define a breach as the
“unauthorized acquisition of computerized data twahpromises the security, confidentiality, or
integrity of personal information maintained by fherson or business” (Hutchins, 2007). Personal

3 For the purpose of this paper, we are not corisigdederal sectoral legislation such as the Grameash-Bliley Act (GLBA) as their
effects are not identifiable with our econometriodal.



information generally refers to an individual’s naim addition to another piece of identifiable
information such as driver’s license, passportredit card number.

One differentiator among the state laws is theyaigor threshold, by which notification must be
made. At least twenty five state laws require mifon when the personal information is reasonably
assumed to have been acquired by an unauthorizgdwizereas other state laws require notification
only if it is reasonable to believe the informatiwitl cause harm to consumers. The consequenaestof
complying include retribution by the state attorigeyeral or a civil right of action (the abilityrfo
affected consumers to bring a lawsuit). Many stdtesot specify a maximum civil penalty. However,
the Arizona and Arkansas laws allow a civil penalby exceeding $10,000, whereas the limit is $25,00
in Connecticut and Idaho, and $500,000 in Floritaimportant characteristic of these laws is that t
residency of the consumer, rather than the locatfdhe breach, drives disclosure. Therefore,ra fiat
incurs a data breach must comply with the stats lafreach of their affected consumers. For exaniple,
a retail firm based in Oregon suffers a breachiti@dtides personal information of residents from
California, the firm must notify those Californiaesidents. Of course, not all breaches affect coess!
in every state. Breaches in state government ageeig. DMVs), community colleges, schools and
hospitals usually only affect residents of a sirgjle. Even breaches by national firms (e.g. chain
stores) may only compromise individuals (often emgpes) of a single state.

The rationales for these laws are contained withimphrases: Sunlight as a disinfectant,”* and
“Right to know.” First, notification can “transform [private] iafmation about firm practices into
publicly-known information as well as alter praescwithin the firm” (Schwartz & Janger, 2007).
Hence, by highlighting a firm’s poor security meas) legislators hope to create an incentive for al
firms (even those that have not been breached)poave the protection of their data, thereby
“disinfecting” themselves of shoddy security preesi (Ranger, 2007). This, in turn, is expected to
reduce the probability of breaches and resultimghh@ncluding identity theft). In other words, senit
has been shown that consumers lose confidencems Who suffer breaches (Ponemon, 2005),
proponents believe that the laws will force firrasriternalize more of the cost of a breach through
notification letters, customer support call centarsd mitigating actions such as marketing camgaign
and free credit monitoring.

Second, this form of light-handed paternalism oftgresents a preferred approach to legislative
enforcement compared with a “command and contegime (Magat & Viscusi, 1992). Consumers feel
that they have the right to be informed when fiussor abuse their information. Having being notified
of a breach of their personal information, consuoeuld then make informed decisions and take
appropriate actions to prevent or mitigate the ichpdidentity theft. For example, to lessen thisks,
consumers who have been notified of a breach neaythkir bank, their credit card merchant, the FTC
or law enforcement; they may close unused finaragabunts; they may place a credit freeze or fraud
alert on their credit repofttiNotifications can also enable law enforcemengaeshers, and policy
makers to better understand which firms and busisestors are better (or worse) at protecting
consumer and employee data. However, it may onthtmeigh legislation that firms acquire sufficient
incentive to actually improve their practices tduee the likelihood of future breaches and repair
consumer confidence.

4 This phrase is originally attributed to JusticailsoBrandeis, 1933, http://www.brandeis.edu/ingggt/sunlight/, accessed 11/08/07.

® A fraud alert informs potential creditors thatansumer may have been a victim of identity thelfte Ereditor must then take additional
measures to verify the identity of the consumecrédit freeze prevents a creditor from checkingm@samer’s credit report, or opening
new accounts.



Arguments in favor of such disclosure laws are celimg. However, it is unclear whether a data
breach disclosure regime does, in fact, increasialseelfare. While it may improve a firm’s secyrit
practices, and help some consumers mitigate tkefiglentity theft, on balance, it may only setee
burden them. First, firms must comply with multiptesparate, and perhaps conflicting state lawst,Ne
if the probability of suffering identity theft falving a data breach is, in fact, very low, thengos
incurred as a result of the laws would be unwae@nfirms would be forced to notify consumers
without benefit, and consumers would be needldssézing and “thawing” their credit reports (FTC,
2005, p10; GAO, 2007). Cate (2009) posits thatwéfthink breaches really cause harm, then notices
are too little. We're just shifting the burden torebody else. If breaches do not cause harmn. the
notices are an unnecessary cost.” Cate (2005 pafgm@s the consumers may become desensitized if
they receive too many notices. Moreover, LenardRnblin (2005, 2006) argue that these laws are
unnecessary for a number of reasons; they may ienpasbmmerce and stifle technological
development by discouraging firms to innovate usiogsumers’ personal information (or stop
collecting it altogether); that the externalitynist so grave, because most of the cost of idethift and
fraud is already born by the firms (businesseskarredit card issuers, mercharitf)at firms may use
self-regulated notifications as a market differatar, and if notifications are sufficiently valuby the
consumer, the market will react accordingly.

In summary, these arguments present a stimulagbgté as to whether data breach disclosure laws
can reduce identity theft -- an impact that, to knwwledge, no one has attempted to empirically
measure. The purpose of this manuscript is to tigage the effectiveness of data breach disclosuve
of reducing identity theft. Because of the compelicontroversy surrounding the connection between
adoption of these laws and identity theft, we htapeffer a relevant and timely contribution to the
policy debate. Using panel data on identity thathgred from the Federal Trade Commission and other
sources from 2002 to 2009, we use state and yeat &ffect regression analysis to empirically eatan
the impact of data breach disclosure laws on #guiency of identity thefts due to breaches. Wedoun
that adoption of these disclosure laws reduce ityethieft, on average, by 5.7 percent.

The next section in this paper provides backgrditedature related to information economics and
disclosure policies. The paper then presents theepiual model behind our empirical approach, and
the results of the data analysis. A discussiomefaolicy implications of our findings completeg th
manuscript.

RELATED WORK
Our paper draws from the literature on disclosurecigs, the literature on information security
economics, and the literature in environmental @mde policy.

I nformation Economics and Disclosure Palicies

Many researchers have studied the effects of disotoon market outcomes. For instance, Jin &
Leslie (2003) investigated health information distire in the restaurant industry, and found that
disclosing the hygiene quality of a restauranteases health inspection scores and lowers the
occurrence of food borne diseases. Moreover, disobobecomes a credible signal to consumers, who
respond by demanding cleaner restaurants. MatB@30j examined the effects of mandatory disclosure
of food nutrition labels on salad dressing sales amain of New York grocery stores. He found that
producers of salad dressings with the highestdatent suffer a greater decline in market share onc

5 As estimated by Javelin Research in 2003 (90.8emeY, 2005 (89.6 percent) and 2006 (93.7 percent)



forced to disclose nutrition information, relatiteeless fatty dressings. These studies provide some
evidence of how information disclosure policies affiect firm behavior and improve market outcomes.
A lengthy discussion of many disclosure policidatesl to healthcare, auto safety, public educadimh
more can be found in Fung et al. (2007).

A number of studies have examined the financialactpto firms that disclose a privacy or security
breach. Campbell et al. (2003) find a significami aegative effect on the stock price of the bredch
company, but only for data breaches caused by ‘thoaaed access of confidential information.”
Cavusoglu et al. (2004) find that the disclosura s&curity breach results in the loss of $2.1 fohas
market valuation. Telang & Wattal (2007) find tisaftware vendors’ stock price suffers when
vulnerability information in their products is anumed. Acquisti et al. (2006) use an event study to
investigate the impact on stock market pricesifong that incur a privacy breach, and find a negati
and significant, but short-lived, reduction of P&rcent on the day when the breach is disclose& Ko
Dorantes (2006) study the four financial quartetlWing a security breach, and find that, while
breached firms’ overall performance was lower (re¢ato firms that incurred no breach), their sales
increased significantly (again, relative to firrhattincurred no breach). Despite absence of more
conclusive empirical findings on the effect of pualyl disclosed data breaches, firms neverthelepsap
to be making security and operational investmanthe wake of disclosure laws (Samuelson Law,
2007).

Environmental Disclosure

There are strong precedents of disclosure legisiaéind analysis of these policies in the United
States. For example, the Food and Drug Adminisinaii-DA) and the Environmental Protection
Agency (EPA) have implemented regulations thatiregqurms to notify consumers in case of an
adverse impact of their products and services.gkifip example of EPA efforts is the Toxic Release
Inventory (TRI) program developed by the EnvirontaéRrotection Community Right to Know Act
(EPCRA). Firms polluting above a certain threshulast report the quantity and type to the
Environmental Protection Agency. In an analysifirof outcomes, for example, Hamilton (1995)
discovered that the first disclosure reduced fitatls price by 0.3 percent, or a loss of $4.1M okt
value on the day of the disclosure. Konar & CoHEI97) found that after announcement of TRI, firms
with the largest negative (abnormal) stock retueaticed their emissions the most.

Criminal Deterrence Policies

Estimating the effect of a law on criminal outconsea familiar research question in criminology.
To be clear, though, the policies identified irstmanuscript (data breach disclosure laws) are ntean
influence safety and protection measures by patievititims of a crime (identity theft), rather than
influence criminal behavior. However, for the pusp®f this study, we gained valuable methodological
insight from the approaches of criminology and pokvaluation. For example criminologists frequentl
seek to measure the deterrent effect of law, botieneral (Blumstein et al., 1978; Levitt, 1995ghta
1978; Robinson & Darley, 2003) and, specificalggarding the effects of laws on crime (Lott &
Mustard 1997; Black & Nagin 1998; Donohue & Ayrg803) and capital punishment (Mocan &
Gittings, 2003; Wolfers & Donohue, 2006).



IDENTITY THEFT AND BREACH DISCLOSURES: A CONCEPTUAL MODEL

I mpact of Data Breach Disclosure Laws

Consider two, separate effects of these discldaws: consumer precautions, and firm investment.
The primary function of data breach disclosure I@t® force firms to notify consumers when their
personal information has been lost or stolen. lgeas more consumers are notified, more will take
precautions to reduce the risk and the costs afrbet a victim of identity theft. For example, they
could notify their financial institutions to blo¢kansactions and cancel accounts, or apply cresizés
and fraud alerts.

On the other hand, firms have to incur significamgible costs to notify consumers after a data
breach. These may include replacement costs oit cadls (through bank negotiations) to provingfre
credit counseling, setting up 1-800 numbers, etarddver, firms are also likely to suffer signifitan
intangible costs in the form of negative reputatdiiects. Acquisti et al. (2007) show that repeated
disclosure of data breaches and newspaper headboés lead to a significant reputation impact and
loss in share price. Ponemon (2005) suggests ¢ingumers lose confidence in firms who suffer
breaches. Hence, a secondary effect of the lawsdvib@uto induce firms to invest and improve their
security controls - in order to avoid a data breactl avert the direct and indirect costs assatiatth
its notification. These investments may reduceniimaber of data breaches, thereby reducing the
number of identity theft crimes due to breachesd 8o both these effects (consumers taking
precautions, and firm investing in better secustypuld reduce the incidence of identity theft.

In order to qualify the overall effect of data lokalisclosure laws, however, it is important toenot
that identity theft originates from different soesc Disclosure laws should reduce identity thefts f
situations where consumer data is controlledifmgs, but should not directly reduce identity theftedu
to — say - stolen mail or garbage. In a randomptezhe survey conducted by Synovate (FTC, 2007b),
12 percent of identity thefts occurred as a reguliteraction with firms, while another 56 perceit
victims did not know the cause. In another sunayducted by Javelin Research (2006, p7), 35 percent
of identity fraud was a result of information theds within the control of businesséand in 2007,
researchers at the Center for Identity Managenmmahirgormation Protection (CIMIP) at Utica College
studied 517 identity theft cases from the US Seseevice (Gordon et al., 2007). For cases where the
source could be determined (about half of the i), 26.5 percent originated from firms.

The Impact of Disclosure Laws on Breaches

Naturally, even prior to their impact on identibeft, a first-order effect of the laws should be to
reduce the number dfeaches. However, we note that the number of reporteddiresis endogenously
affected by the law as well: only after the laws passed, firms are forced to disclose, and their
breaches enter the statistics. This creates theeggajpn that breaches increase following the ereatm
of the laws. In other words, analyzing the numiddsreaches directly is unlikely to provide useful
results. As shown in Figure 2, it is apparent thatnumber of reported breaches has increased, as
expected.

[InsertFigure 2: Data breaches from 2002-2P09

" The categories controlled by the firm are: Takgralzorrupt business employee: 15 percent, Soner sthy: 7 percent, Misuse of data
from an in-store/onsite/mail/telephone transactibpercent, Stolen from a company that handles fjpancial data: 6 percent.



Identity Theft Data

The most comprehensive public source for identigfttdata are the consumer reports published by
the FTC since 2002. The Identity Theft Act and Asption Deterrence Act of 1998 led the FTC to
establish the Identity Theft Data ClearinghousBlavember 1999 to collect identity theft complaints
from victims® Consumer Sentinel is the web portal by which ahitlgatity theft reports are made
available to the public, and where law enforcenoant further mine the data.

For our analysis, we used consumer reported igehtfts collected from the FTC for each state
from the years 2002 to 2009. Since only annual daggublished, we invoked the Freedom of
Information Act to request monthly data. In ourlgee, we aggregated the monthly data to 6-month
periods (2 per year) for the years 2002 to 2008dipcing 800 observations).

One of the advantages of this data source is theistency of data collection methodologies across
states (without which our estimations could bemeousy. On the other hand, the data is self-reported
by victims. This is a familiar issue for criminolsts, who often rely on various forms of self-repar
crime data (e.g., Uniform Crime Reports and Nati@rane Victimization Surveys). The frequent
under-reporting of crimes is often referred toles “dark figure” (Biderman & Reiss, 1967) and
represents a potential source of error. Howevdrpnly is the FTC (to our knowledge) the only s@urc
for cross-sectional (cross-state) time series ityetieft data, but — more importantly — trend$-inC
time-series identity theft data are consistent witier surveys by the Bureau of Justice Stati$Besim,
2006, 2007), Synovate (FTC, 2003, 2007b), and iraResearch (2006, 2007).

Summary statistics for total annual reported idgnkiefts based on the data we obtained through the
FOIA request are shown in Table 1.

[Insert Table 1: Identity theft reports, 2002-2009]

In 2009, for example, California had the higheporéed number of identity thefts of over 42,000
while North Dakota had the lowest, at 192. For carigon, relative rates of other reported crimesisuc
as murder, robbery, burglary and motor vehicletthafe shown in Table 2.

[Insert Table 2: Reported offenses per 100,000 ladipn, 2002-200]

Figure 3 shows reported identity theft rates iasneg from 2002 until 2005, after which they
decline slightly in 2006 and increase, then draghslly in 2009. Prior to 2005, only California had
adopted the law, while others followed in 2005 (Nn=2®06 (n=19), 2007 (n=8), 2008 (n=6) and 2009
(n=3) Figure 3 shows the relative changes in reportedtity theft rates for three groups: those that
adopted in 2005, 2006 and the 5 states that, g and of 2009, had not adopted the faWwends for
states that adopted between 2007 and 2009 shovaispaiterns and therefore we omit these for glarit

8 See http://frwebgate.access.gpo.gov/cgi-bin/getdizdbname=105_cong_public_laws&docid=publ318.Hesessed 11/02/09.

® For instance, underreporting would be problemiittbe reporting patterns changed suddenly ovee taoross states. If the reporting
levels change uniformly across all states - whiclikely the case with FTC data - these effectsldite captured by our time dummies.

10 states that adopted in 2005 were: Arkansas, Detaviorida, Georgia, North Dakota, Tennessee, Fexa Washington. States that
adopted in 2006 were: Colorado, Connecticut, Iddllinois, Indiana, Louisiana, Maine, Minnesota, Mana, Nebraska, Nevada, New
Jersey, New York, North Carolina, Ohio, Oklahomeani®sylvania, Rhode Island, and Wisconsin. Statas dtopted in 2007 were:
Arizona, Hawaii, Kansas, Michigan, New Hampshirgéalt) Vermont, Wyoming. States that adopted in 2@6@8e: lowa, Maryland,
Massachusetts, Oregon, Virginia, and West VirgiSiates that adopted in 2009 were: Alaska, Missaad South Carolina.

11 Alabama, Kentucky, Mississippi, New Mexico, andiBoDakota.



[Insert Figure 3: Average identity theft rates fr@®02-2009]

Reported identity theft rates for states that agldphe law in 2005 are slightly higher than others,
while states that had not adopted any law (as cEbDer 31, 2009) show the lowest overall average
(we discuss the issue of potential endogeneith@fdws below). States that adopted in 2007 fall
generally in between other groups. For comparia@also include plots of identity theft rates ahelit
changes centered around the year of adoption amsind~igure 4.

[Insert Figure 4: Identity theft rates and Peradrdgnges before/after law]

The left panel plots the identity theft rates ahdrgges in identity theft rates (right panel) faeth
groups of states (those that adopted in 2005, a@@ahose that, as of 2009, had not adopted tlae dat
breach law). We include only these three groupslimity and consistency with previous figures gonl
2005 and 2006 provides 3 time periods before angtawh. Moreover, plots for states that adopted in
2007-2009 follow no observable pattern and theesfwovide no additional insight). The x-axis
represents the three time periods before adopfitimedaw (T-3, T-2 and T-1) and three time periods
after adoption of the law (T=0, T+1 and T+2). Frample, for states that adopted in 2006, T-1
represents data from 2005, while T=0 representsfdain 2006. Data for states without the law have
been centered around 2006.

First, to the extent we can draw inferences alduegd groups, t-tests of the difference of means
reveals no statistical difference between the meétisese groups. Next, the left panel suggests tha
identity theft rates are increasing before adoptibthe laws for all groups but that even for thtisst
adopted in 2006, rates continued to increase. Ratesates that did not adopt show a decline inope
T+2, yet are still higher and show a gradual insegiaom T=0. Moreover, while identity theft rates f
states without the law are lower during some pearioates for all groups increased over time, wiithes
that adopted in early (2005) showing the largesteiase before and after.

These trends provide some initial insight into wimaty (or may not) be driving the changes in
identity theft reporting. We scrutinized those apamusing a fixed effect regression model, as thestr
in the following sections.

Endogeneity

A practical concern with all empirical analysesttimaestigate the effect of a treatment (data breac
disclosure laws) on an outcome (identity thefthest of endogeneity. Specifically in this casef tha
adoption of the laws was not random, but insteacedrby high levels of identity theft within eactate.
Below we first discuss key obstacles and driversfate adoption of laws, then describe in delail t
process by which California came to adopt the brstach disclosure law. Finally, we include a numbe
of quantitative analyses that we believe suggeshgtexogeneity.

Innovation and diffusion of state laws

It is a very old and common practice for statedkgures to observe and mimic another states’
policies. Indeed, this practice of ‘copycat’ legitsbn refers to the ‘diffusion’ and ‘innovation’ tdws
(modeled after the innovation-diffusion paradigmexfhnology). Walker (1969) claims that inertia and
risk aversion are often obstacles to legislatoiing new laws (the “innovation”), however, thessues
quickly dissipate if the legislator can point thet states that have successfully adopted thethaw (
“diffusion”). As more and more states adopt the,lsvalker claims that, “it may become recognized as



a legitimate state responsibility, something whadllstates ought to have. When this happens itrbeso
extremely difficult for state decision makers teis¢ even the weakest kinds of demands...once a
program has gained the stamp of legitimacy, itdhasomentum of its own” (Walker, 1969, 890). For
example, Walker (1969) describes 88 separate Istatewhich were adopted across no less than 20
other states, prior to 1965, that cover industnes welfare, health, education, civil rights, labtaxes,
etc. Indeed, the practice extends as far backeasaty 1800s in which new states joining the Union
partially duplicated clauses of existing state titusons (Tarr, 2000, 51).

The Sate Legidative Process

More specifically, the adoption of state laws ishba very random and structured process. A given
legislature is presented with anywhere from hunsltedhousands of bills during in any one session,
depending on its session length. For example, iavanage 2 year session, around 5000 bills are
introduced by state legislators. And once theigilihtroduced (filed), it becomes part of the Iléafise
machinery and therefore subject to the nuanceslities, schedules, deadlines, together with a##roth
bills. “Every state is unique in its method of Egtive operations and in its lawmaking procedures.
Individual states take pride in doing things theim way” (Neal, 2005).

First of all, new bills can only be introduced inkee state legislature when it is in session atlgl bi
must be submitted before the filing deadline. Mweg, all bills must follow the same process: after
being filed with the state legislature, bills assigned to one or more committees (in each chamber)
wherein they must endure multiple rounds of votemgendments and public lobbying. Only if a bill
passes a 3rd vote, will it be sent to the govefoiosignature. A further legislative reality, ofurse, is
that some bills fail to acquire the necessary vatesdie, requiring them to be re-introduced the
following year.

To further complicate the process, once signedheygbvernor, states take a number of approaches
when determining when new bills actually becomediVe (adopted). Generally, legislatures set the
effective date to either the first calendar dayheflegislative session (early January), or the sfahe
fiscal year (early July), whereas the Californitadareach bill simply became effective 6 monthsnfro
the date of signing, in order to allow firms to paee for its consequences.

Together, all of these structural processes prostideng variation (and therefore randomness)
between states and their approach to filing, smyaimd enacting laws.

The California Data Breach Bill

As discussed, the legislative process is both higtilctured and random: it is fraught with
complexities, delays, political positioning, histal nuances and historical formalities. It credieth
structure within a given state legislature but algnation across the 50 state legislatures.

Consider the case of the first data breach lawalif@nia co-introduced by representative Joe
Simitian who, when comparing the ideal legislafwecess to reality, confessed that, “in truth, [the
legislative process] is far more random, dramaind idiosyncratic than any flow chart could ever
describe” (Simitian, 2009, 1009). For example,@adifornia data breach bill became law becauséeof,
spelling error, an afterthought, an unrelated conegth digital signatures, a page three news st
of germaneness, the intellectual quirks of a lamekdsenator, the personal experiences of 120 state
legislators, and another bill altogether” (Simiti@009, 1009). As further justification for his
motivations of writing and supporting the bill, Repentative Simitian stated he wanted a bill thag w
well defined and very likely to succeed, "when yewd new state legislator, high prospect of pasisage
very important” (Simitian, 2009b).



Next, we address specific questions related tatloption of these laws and how they vary acrossssta

Did all states pass the data breach law equally fast?

Let us consider three important dates of a bi#: dhate it is first filed by a state legislator ljeit
house/assembly or senate representative), thetdatagned by the governor, and the date when it
actually becomes effective. In Table 3, we showdpsve statistics regarding the time betweemf{jli
and signature, signature and adoption, and thetiota between filing and adoption. Note that weave
unable to determine the filing date for 4 stateali{Grnia, Colorado, Kansas, and New York), and all
other dates were obtained from state legislatures.

[Insert Table 3: Delay between filing, signaturel adoption]

First, notice the wide variation between filing asgnature: less than a month for some statesewhil
almost two years for other states. Moreover, sa@ates took only two and a half months betweendilin
and adoption, while another state took about 30thsotHowever, this only demonstrates the presence
of variation in delays across states and doesdubeas the possibility that states with highersate
identity theft may systematically adopt laws mougcgly, relative to states with low rates of idéwnti
theft. If we believe that adoption of data breadtidsure laws were, indeed, endogenous, themitldh
be true that those states with higher levels atftithetheft would be much quicker at both signimgla
adopting them.

Do states with higher rates of identity theft adopt the laws more quickly?

Figure 5 illustrates the adoption durations forsgdites. The y-axis sorts states from highestvwesb
identity theft rates (top to bottom). For examp@azona, Nevada and Texas, had the highest rates of
identity theft, while lowa, Vermont, and North Daldad the lowest.

[Insert Figure 5: Months to sign and adopt datatindaws

Again, to support the claim of endogeneity, we wiogkpect to see that states with high rates of
identity theft would be quicker at both signing aubpting the bill (identified as diamonds andleis¢
respectively). That is, we would expect to see gatats generally contained within the oval region
shown in the figure: that data points for statethwigh rates (at the top of the y-axis) would be
positioned very close to the y-axis, while datanpofor states with low rates of identity theft @néhe
bottom) would be very far from the y-axis (to tight). Clearly, however, the data points are very
scattered for states with both high and low ratademtity theft (supported by Table 1). Moreover,
adoption of the bill does not appear to occur nauriekly for states at the top, relative to statetha
bottom.

Are states with higher rates of identity theft adopting the laws in earlier years?

However, we may still be concerned that states higher rates of identity theft are systematically
adopting the laws in earlier years compared wilest of lower rates. Figure 6 shows the date of
adoption for each state, again sorted by state mgthest identity theft rates (top) to lowest (bat) on
the y-axis. The rightmost points represent thoge states that by 2009 had yet to adopt a breach
disclosure law.

[Insert Figure 6: Date of adoption]



For endogeneity to be a concern, we would expeseécathat the states on the upper part of theefigur
would be first adopters (leaders), while the statiéls lower levels would take longer to adopt
(followers). Again, there is no systematic indioatthat states with higher identity theft are adgpthe
law sooner than states with lower identity theft.

In further analysis, we compare the identity thates across groups of states that adopted in
different years (and those that had not adoptedhetér we average the rates over all years for each
group, or compare rates for each individual yearfimd no statistical difference between any two
groups. We also performed a cox proportional hamawdel to estimate the average probability of testa
adopting the law and again find no statistical exick that identity theft affects the probability of
adoption of these laws.

In sum, we find no systematic correlation betwdmnitlentity theft and the speed at which a law is
passed, nor do we find statistical evidence of Inigimtity theft states passing laws in earlier gear
compared with low- identity theft states.

DATA ANALYSIS

Panel Data: Basic M odel

We now specify our econometric model to analyze bdaption of laws affects identity theft. To
identify the effect of law, we exploit the panelur@ of our data and employ state and time fixéelcts.
Thus, our basic estimating model has the form:

idthefty = 3, + BhasLaw +Z p. relatedg +Z d,economicy +y fraudy + 6, + A, + &4 (1)
i i

idtheft is the reported identity thefts in each 6-monthqakin states at timet. For robustness, we
provide results for both identity theft rate (crsreer 100,000 population) and the log of identigft.

hasLaws; is a dummy variable, coded as 1 (one) if the $tageadopted the law and zero otherwise.
This dummy captures the effect of law on the idgrhieft rate. The dates of the adoption of da&abin
notification laws (between January 1, 2002 and bdyxe 31, 2009) were obtained from state legislature
websites. For the purpose of analysis, we aredsted in the date the law became effective rattzar t
the date the law was passed. As described, weadm#ion during each 6 month time period for a
number of reasons. First, this is the smallest fiaee by which we expect firms would be able to
improve their security practices. Next, by wayaegjislative procedures, state legislatures genesatly
the effective date for laws to be either the beigigof the calendar year (Jan 1st), or the begmnin
the fiscal year (Jul 1st). Indeed, for our sam@le@Bthe 45 states adopted the laws either exaatlpr
within 1 month after either of these dates. 7 nsta¢es had effective dates within two months oéw n
period, in which case we coded the law has havanggoadopted in that period. For the remaining 8
states (those that adopted 3 or more months ietpehod), the law was coded starting the following
period. E.g. if adoption occurs more half way tlgiowa 6-month period, we set the adoption to oatur i
the next period.

Relatedy represents credit-related laws that may also &ffgevent) identity thefts. One such
legislation is the credit freeze law. These lawabd® consumers to apply access control to theditcre
reports, thereby preventing firms with whom theyédao prior agreement to make credit inquiriegnlf

13 Note that it will not prevent victimization if thettacker uses an existing account.



attacker is trying to open a new account that regua credit check, they will be stopped and tmd bf
identity theft will be preventeti. The Fair and Accurate Credit Transactions Act (FAL*is a federal
legislation that was passed as a response to tglémeit. It allows individuals to request a freenaal
credit report. This legislation was enacted overghriod from December, 2004 to September, 2005
beginning with west coast states and ending wish @@ast states. A variable was coded as 1 (otla if
law existed in a given state/time and O (zero) otise.

Economicy is a vector of state-level economic and demograpbintrols, as are commonly used in
crime analysis (Lott & Mustard, 1997; Donohue, 200/lfers & Donohue, 2006), such as the log of
population, per capita income, and the average plogment rate over each 6 month period (16 periods
total).

As discussed above, there are many causes oftiddft that are not due to data breaches, such as
lost or stolen wallet, home computer intrusionssipimg, and so forth. We used “Fraud,” as recotaled
the FTC, as proxy for these other sources. Fratalid@ollected, managed and reported in a viguall
identical method as identity theft and includeshsaictivities as shop-at-home/catalog sales,
prizes/sweepstakes, internet auctions, and foreigmey offers.

State population data were obtained from the USs@ebureau. Unemployment rates were collected
from US Department of Labor, Bureau of Labor Statss Personal income was gathered from the
Bureau of Economic Analysis of the US departmerdarhmerce. Fraud data was collected from the
FTC. With the exception of population, which isyalailable annually, all data is available either
monthly (identity theft, fraud, unemployment raaepption of related laws) or quarterly (income)tHa
case of population, we linearly extrapolated thesinig data point as the average of the two adjacent
years. For example, the first 6-month period in20@@s computed as the average of the second 6-month
period in 2007 and the first 6-month period in 2008

0s andA; are state and time fixed-effects agds the familiar error term. This state, time fixeifiect
model is widely used in the literature to examime éffect of a policy intervention (Bertrand et al.
2004). State fixed effects allow us to controldoobserved state specific factors and time dummies
allow us to control for time trends. Thus the usbkieffect ohaslaw can be identified from variation
across statand time. Regressions are estimated with heteroskedasiust standard errors clustered-
corrected by state. Descriptive summary statisticthese variables are provided in Table 4.

[Insert Table 4: Descriptive statistics]

While our conceptual framework identifies mediatiuzgiables (for example, individuals who are
notified and firm investments) the empirical mofteluses on observable variables which ultimately
affect the outcome of interest, identity theft. §practice is not unfamiliar. For instance, reseens
who study the effects of concealed gun laws re@egmiediating effects, but relate the dependent and
independent variable through observable controabées (Lott & Mustard, 1997; Black & Nagin, 1998;
Cleary & Shapiro, 1999), and those who study chpitaishment are often interested in the deterrent
effect on murder rates (Dezhbakhsh & Shepherd, R004both cases, the analysis of the treatment
effects acknowledges the mediating but unobsenfabters, but uses crime as the dependent variable,
and the effect of law and other economic and deapgc controls as the independent variables. In

14 See http://www.ftc.gov/opa/2004/11/facta.shtmeased 10/07/07



addition, as previously discussed, there is a atuelationship between data breach disclosure &awls
identity theft that legislators have drawn, andakiprovides the specific motivation for this anays

Note that, as discussed above, identity theftsrdocwarious reasons —one of which is the resiult o
data breaches. An important consideration for loothconceptual model and empirical estimation,
therefore, is whether we are measuring the changkentity theft caused kgl sources, or change in
identity theft caused by data breaches only. ltityedata aggregation may cause our standardstoor
increase, but will not lead to a biased estimatsmditler a dependent variable (Y = total identigfth
consisting of two elements: identity thefts caulgdiata disclosure {}; and identity thefts caused by
other reasons §y. If the effect of law (say, X is to reduce onlyybut not y, then the preferred
regression is:

y1=Bo+P1xX1+€1 (A1)

However, we do not observe, yput only Y =y + y,.. Hence, the estimated model is:
Y=yo+y1+X1+v (A2)

The question is: how significantly biased/isSrom ,? To estimate this, note that from Al we have:
Ely1|x] =PBo+Prxxs

From A2 we have:

ELY | xa] = E[(y1+ Y2) | xa]
=E | x] + E[y2] xi]

As long as y2 is independent of x1 (which is bystauction):

= E[n | x] + Elya]
This implies:

ELY | xa] = Bo + Br+x1 + E[y2]
E[Y | xa] = (Bo + E[y2]) + B+ x1 (A3)

Comparing A3 with A2, notice that = (Bo + E[y2]) andy1 = B1. Thus,y; represents an unbiased
estimate of the effect of law (though it will suffieom higher standard errors). If a covariate is
correlated with y then it would indeed be biased. In summary, eveangh our dependent variable
reflects identity thefts due to reasons other taia breaches, we will still achieve unbiased exs
when these crimes are uncorrelated with the effeletw. This implies that the estimates we obtain
reflect the effect of law on identity theft due pitd breaches, and not identity thefts due to otherses,
such as lost or stolen wallets.



Panel Data: Extended M odel
The basic model in Eg. (1) estimates the averdgetadf law. We now extend that model to gain an
understanding into how the laws may have diffeedmifects.

Lagged law. It is conceivable that the effect of the laws@ases as firms invest in security measures
over time. To test this, we introduce three lagdechmiesd1PerOld, d2PerOld, andd3PerOld,
representing 1 (6 months), 2 (one year) and 3 oerflo5 years+) periods after the law is adopted,
respectively.

The national effect. While the majority of breaches are, indeed, cwdiwithin a state, any diffusion
across states may nevertheless reduce the powaer tést. We use two measures to control for this.
First, we weight identity theft by interstate commeeactivity in 2002 as a proxy for how connected a
state is with other states. Ideally, we would ideluhis as an explanatory variable in our econametr
model, however only cross sectional (not panel dare available. Second, we interacthasaw
dummy variable with the percentage of all Ameristates that have adopted the law by that time
(Law* PercSatesWLaw). Thehaslaw dummy can now be interpreted as the effect ofida&n no other
states have adopted these laws. If the effecttismad, then we should find that once a few stathspt
the laws, then the marginal impact of law may redcmnsiderably.

Differential effect of law across the states. It is reasonable to consider that the effecheflaws may
be different across the states. The Bureau ofciystiational Crime Victimization Survey on Identity
Theft (Baum, 2007) reported greater levels of idgmheft for households with higher incomes and in
more urban locations. Hence, we create two indiczdables, high income and urbanization. We first
set a dummy variable equal to 1 if the state’siimeas greater than the median income from 2009
($37,124). States coded as high-income in thideemain high-income in all time periods. We then
interact this high income dummy variable with thiedzh law Law* Highlncome). Next, using data on
percent urbanization for each st&teie set an indicator variable equal to 1 if theessapercent
urbanization is greater than the mean of 68.8 peicesults are unchanged using the median
urbanization). We then interact urbanization with state’s adoption of the lawaw* Urban).

Strictness of Law. In the basic model, we have assumed that alchrdesclosure laws are
homogenous. In the extended model, we relax tlsisnagtion, and consider that some laws may be
stricter if they exhibit the following propertiesre acquisition-based (forcing more disclosure feom
lower threshold of breach), cover all entities {basses, data brokers and government instituti@ans),
allow for a private right of action (i.e. individuar class action law suits). Based on the exananaif
state laws, we classify 11 states as having sti@tes: California, Hawaii, Maryland, Massachusetts
Minnesota, Rhode Island, Tennessee, Vermont argirva; We then interact strictness with the state’s
adoption of the lawhasLaw* Srict) to compare states with strict and non-strict laws

RESULTS

Effect of Law on Identity Theft

The results of the regression in Eq. (1) (the Bitadel) are shown in Table 5. The dependent
variable in Columns 1 and 2 is identity theft redemes per 100,000 population), however, sinceavee
also interested in the effect of the law on thengeain identity theft, the dependent variable inu@Gms
3 and 4 is the log of total identity thefts. Theiahle of interest iflasLaw, the effect of data breach

15 See http://allcountries.org/uscensus/37_urban ranal_population_and_by.html, accessed 01/10/08.



disclosure laws. Results are shown first usinggtesie and time fixed effects (Columns 1 and 3nth
with the full set of explanatory variables (Colunihand 4).

[Insert Table 5: Effect of law on identity theftgH1)]

Given that we are, in fact, most interested indfiect of the law on the change in identity théfg
dependent variable in all subsequent specificat®itse log(identity theft) and therefore the cardints
are interpreted as percent changes in identity.tRafther, we believe that the log-level may pdava
more intuitive interpretation of the average effeickaw and not dependent on a given year’s idgntit
theft rate or the method of averaging. Log-levedsiications also provide a better fit for the dasa
demonstrated by the’Ralues inTable 5

We also report the results of the extended modehie 6 Column 1 ofTable 6describes the results
of the basic model and we extend it in column gdé&d law), column 3 (weighting the identity thejt b
state’s commerce; controlling for the national efffeTo avoid clutter, we do not report the intei@c
of law with state specific effects, interactionlafv with other states adopting the law, and stastof
law. These effects are statistically and econonyi@asignificant. All specifications use cluster-
corrected standard errors by state and include dumemies for 16 periods, though we do not report
those estimates to improve readability.

[Insert Table 6: Effect of law on identity theftg. (2)]

Overall, we expected a negative coefficient foiodlthe law-related variables, indicating that thei
presence would reduce the numbers of identityghé&ftthe Basic Model (column 2), the coefficieht
law is -1.368, and marginally significant at thepgdcent level. Using the overall average identigft
rate (per 6-month period) of 32.8, the estimataysaty that, on average, adoption of data breach
disclosure laws reduces the identity theft ratalbyut 4.1 percent (1.368/32.8). The log-level
specification, however, which also provides a lvditdor the data, suggests that adoption of twe |
reduces identity thefts by 5.7 percent, on averagé,is significant at the 1% level. Because of the
stronger fit for the data, further specificatioms provided using the log-level outcome variable.

Column 1 in the Extended Model shows the effe¢heflagged adoption of law, and suggests that
there is no significant change after 6 months, eaerl2 months after adoption identity theft de@gas
by about 3 percent and is significant at the 1%lledowever, the law appears to have no effect Bor
months after adoption.

The dependent variable in column 2 weights thetitetmeft rate by the percentage of interstate
commerce as an attempt to compensate for cons@pents in one state that could have actually
occurred in another state. The interpretation efdbefficient is unchanged from previous speciitret
and in fact exhibits the same magnitude and staldignificance as the simple log-level speciima.

Specification 3 tests the marginal effect of matean states. The coefficient of interest is the
interaction betweearban andhasLaw. The results suggests that, indeed, the datalbtaas reduce
identity theft in more urban states by just ov@e®cent, relative to less urban states.

As mentioned above, we also examined the impadetvwoht a national level, in states with higher
average per capita income and stricter laws, yefowed no significant results, suggesting thatléwves
in higher income states do not reduce identityttfegative to their complement. Moreover, strideexs
are not found to reduce identity thefts more thaaker ones.



Robustness

A further consideration of disclosure laws is ttiety may produce a conflicting (opposing) effect by
increasing consumer awareness - what we caliraneness bias. Since identity theft rates are based on
self reported information, the passage of law maygase consumer awareness, causing more people to
report incidents. We attempt to control for thissagness bias by using the Google archive search
feature to search for the phrase “identity thafttwo state newspapers for each state over eaahnm
period from 2002 to 2009. We find that our resalts robust when we control for this awareness bias.

We also performed the panel data robustness asaysiescribed by Dugan (2002) and we present
the graphical results iRigure 7

[InsertFigure 7:t-statistics for per capita and log identity theft]

The y axis represents the t-statistics from regngsdentity theft on the full set of covariatedan
state and time fixed effects (Columns 2 and 4 i(lLi§gThe left panel refers to per capita identgft
while the right panel refers to log(identity thetBach box plot represents the distribution oftistics
as we omit each of the 50 states at a time (50raé$ens per boxplot). Then, we do this 6 timesstfi
omitting data from 2005, then 2006, 2007, 2008,92aMe “X” represents the inclusion of a year’'sagat
while the “0” represents the exclusion of that yéar example the left box plot (in both panels)
represents the distribution of t- statistics whenomit data from 2005 (0XXXX). The rightmost
boxplot (in both panels) includes data from allrggaXXXXX). The plots are presented on the same y-
axis scale for easier comparison.

First, we notice that the t- statistics for peritapentity theft is generally smaller comparedhwi
log(identity theft), though the outliers are morermmounced. The outliers for most boxplots (in both
panels) are those states which have never addpddw (Alabama, New Mexico, Mississippi and
South Dakota). Interestingly, the upper outlien®$e which reduce the t-stat are generally Alabama,
New Mexico and Mississippi) while the lower outlisrgenerally South Dakota.

Generally, this method is most useful for testirtgethher our average coefficient results are driven b
particular states or years. For example if the baigdor all years except 2009, were tight arouh@,-
but then the boxplot for 2009 was much lower (say), then this would be cause for concern.
However, we see no such extremes in either pdrmaigh, clearly the results for log(identity theft}he
right panel are stronger. Overall, we believe gnsvides further evidence that our results are sobu
state and year outliers.

DISCUSSION

Our research analyses the impact of data breaclosiise laws on identity theft. We used a standard
difference-in-difference approach commonly uselitémature and have controlled for various
limitations in the data. We find that adoption loé$e laws reduce identity theft due to breaches by
statistically significant amount of 5.7 percent,anerage. To place this in context, recall thatatherage
amount stolen from consumers in 2005 was $6,38&Ii#a 2006). The mean number of identity theft
reports over 2002-2009 was 238,791. Given a mahuction of 5.7% (and 95% CI of 0.098 and 0.017),
this provides a mean reduction in the cost of idettieft by $86.9 million (0.057 * $6,383 * 238,79

with a confidence interval between $149.5 milliowd &25.3 million).



We do not find any significant relationship regaglthe strictness of these laws on identity theft,
nor do we find any significant effect of the lamsregions of higher population. While we generdiby
not find evidence of the laws gaining strength wtithe, we do find some evidence that the laws were
effective in a short term (6-12 month) period. Té¢usild be explained by a temporary heightened
awareness by consumers of the notifications, cgubkiem to briefly take more precautions. Perhaps,
then, as more notices are sent, and without nditieesagnals of the effect of their actions, consigne
would became desensitized and ignored further estic

The lack of otherwise economically stronger findimgay be due to a number of factors. One
obvious explanation is that the laws are simplypasticularly effective at reducing the number of
identity theft victims either because of lack ohsamer or firm action.

Consumer inaction may likely be a result of behealidecision biases such ggimism bias
(consumers perceiving their chances of sufferimgiitly theft to be very low),ational ignorance
(consumers believing the cost of taking precautmuts/eighing any benefits they may receive), and
status quo bias (consumers’ own inertia inhibiting them from amgating the consequences of identity
theft and responding) (Loewenstein et al., in prajan). Magat & Viscusi (1992) argue that disci@su
legislation will only be effective if the human elent is considered. They claim that consumersaire n
always rational decision makers and that noticesstrsonvey information in a form that can be easily
processed, and in an accurate and meaningful veayvh enable individuals to make informed
decisions.” For example, there is evidence that feaw disclosure letters inform consumers of theada
that was actually compromised or provide custorappert contact information (Samuelson Law,
2007). In addition, fewer than 10 percent of th8,060 consumers availed themselves of free credit
monitoring services following the Choicepoint briegBrodkin, 2007) and another study found that 44
percent of identity theft victims ignored breachifation letters (FTC, 2007b). A recent Ponemon
survey discovered that 77 percent of respondeaiset to be concerned or very concerned about loss
or theft of personal information, but only 47 percef respondents took advantage of free or sutesidi
credit monitoring services (Ponemon, 2008).

On the other hand, managers of firms may also\melieeir probability of suffering a breach is small
enough that they may still not fully appreciated@nerefore internalize) the associated penalbes.
they may estimate the net direct and indirect cokbseaches to be quite small, compared to the
investments necessary to significantly decreaseribigability of those breaches. For example,
Choicepoint incurred a total of $26 million in fsand fees (Vijayan, 2008) - and they survivedhwit
their assets (consumer personal information) beaigable enough to become a recent acquisitiortarg
by Reed Elsevier (the parent company of LexisNegeas;Nakashima et al., 2008). In addition, TJ Max
reported costs of $178M for a breach that was asd in early 2007 and involved over 47 million
customer records. Despite this, they enjoyed ateuyaincrease in profits by 47 percent one yetarla
(Kaplan, 2008).

Furthermore, if the vast majority of identity thdftes not originate from data breaches (either
because the information is simply lost and will eelve used maliciously, or because credit card
companies reimburse consumers for their loss) tiemaximum effectiveness of these laws is
inherently limited.

It is also conceivable that limitations in the F@&ta may restrict our inferences about the trusceff
of law. However, reported crime data is commonlyduas a proxy for actual crimes in empirical
studies. Moreover, effects such as awareness dmson to all states (say, from a nationally syngida
news program or nationally circulated online onfgd magazine) would be captured in our regression



by time fixed effects. Similarly, unobserved staaeiables such as race or income which could
potentially influence identity theft rates would teptured by state fixed effects.

A broader issue relevant to policy makers is whetihere are other means by which this law could
(and should) be evaluated. Environmental disclokws often measure a deterrent policy by their
effectiveness at reducing not just the frequenapatients, but also the severity of incidents and
firm’s compliance with the regulation (Cohen, 200Dherefore, it is possible that these disclosaves|
could help reduce the severity of the crimes (aasued by consumer losses or type of identity theit
compliance, as measured by the improvement im@disecurity practices. Indeed, studies have shown
that a victim loses less money the sooner theyrheaware of fraudulent activity (FTC, 2007b; Javeli
Research, 2006). Javelin claims that losses ape&Ent lower when consumers detect identity theft
within the first week, and 65 percent lower whensamers detect the crime within a year. Moreover,
they claim that average consumer costs declin@0@3 by 37 percent ($422).

CONCLUSION

As information security and privacy concerns rige,will increasingly see legislation used as a tool
for consumer protection, generating policy debates significant lobbying. In this paper, we
investigated the effects on identity theft ratesofeasingly popular, though contentious, datadine
disclosure laws. Despite many US states havingtaddpese laws since 2003, we have not seen any
empirical work that examines their efficacy. Uspanel data from 2002 to 2009 for 50 states, we
conducted an empirical analysis to examine whédttese laws have reduced the identity thefts. We
found that the passage of law had reduced idahify by about 5.7 percent.

Clearly, it appears that the effectiveness of Bat¢ach disclosure laws relies on actions taken by
both firms and consumers. Firms can improve thantrols; however, once notified, consumers
themselves are expected to take responsibilitgdace their own risk of identity theft — something
which only a minority appears to be doing. It maythat only with time we will see more firms
internalize the costs of breaches (and ensuingditgeneft), more consumers respond to the riske, a
the victimization rates decline.

Proper research on the effectiveness of data biaiaclosure laws is hampered by a relative scarcity
data. Hoofnagle argues that the current colleafadentity theft records is not sufficient, andth
banks and other organizations should be requireeléase identity theft data to the public for mop
research (Hoofnagle, 2007). We certainly agree thithview. To the extent that sampling and
awareness biases can be reduced, it will allonarebers to more accurately measure the impact of
disclosure laws. Moreover, we believe that thedvatbllection of identity theft victimization, comser
and firm losses, and changes in firm behavior belivaluable information for researchers, policy
makers and consumers.
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Figure 7: t-statistics for per capita and log identity theft
Table 1: Identity theft reports, 2002-2009
IDtheft | % changein

Y ear Total | Average | Stdev | Min Max rate rate

2002 154,321 3,087 5,059 81| 30,782 53.7

2003 207,116 4,142 6,576 127| 39,500 71.5 33.0%
2004 239,037 4,781 7,5201 179| 43,900 81.7 14.3%
2005 247,747 4,955 7,676 158| 45,180 83.9 2.7%
2006 238,621 4,773 7,228 178| 41,415 80.1 -4.6%
2007 250,597 5,012 7,662 182| 44,020 83.3 4.0%
2008 300,184 6,004 9,047, 227| 50,930 98.8 18.7%
2009 265,876 5,318 7,794 192| 42,239 86.8 -12.2%

Table 2: Reported offenses per 100,000 population, 2002-2009

Y ear Murder | Robbery | Burglary | MV Theft
2002 5.6 146.1 747.0 432.9
2003 5.7 142.5 741.0 433.7
2004 5.5 136.7 730.3 421.5
2005 5.6 140.8 726.9 416.8
2006 5.7 149.4 729.4 398.4
2007 5.6 147.6 722.5 363.3
2008 54 145.3 730.8 314.7




Table 3: Delay between filing, signature and adoption

Mean | Median| Stdev Minn Max n
Filing - Signature 5.3 4.0 4.5 08 215 41
Signature-
Adoption 5.1 4.2 3.8 0.0, 15.¢ 45
Filing- Adoption 10.2 9.1 6.4 24 299 41
Table 4: Descriptive statistics
Variable
(per 6-month period) Mean Std. Dev Min M ax
Log(identity theft) 6.97 1.32 3.58| 10.18
Identity theft (rate) 32.00 13.49 5.67| 84.74
Identity theft (total) 2379.39 3709.80 36| 26374
Has data breach law 0.38 0.48 0 1
Has FACTA 0.63 0.48 0 1
Has Credit Freeze Law 0.34 0.48 0 1
d1PerOld (6 months old) 0.05 0.22 0 1
d2PerOld (12 months old) 0.05 0.22 0 1
d3PerOld (18 months old) 0.05 0.22 0 1
Per capita income 35,547 6,701| 23,019| 66,690
Unemployment rate 5.4p 1.73 2.37| 14.37
Log(population) 15.11 1.01| 13.11| 17.43
Fraud rate (per 100,000) 82.28 45.35| 16.80| 323.28
Table5: Effect of law on identity theft, Eq. (1)
1) (2) (3) (4)
Dependent variable idtheft ratédtheft rate log(idtheft) log(idtheft)
Has Law -0.928 -1.358* -0.050* -0.057***
(0.818) (0.733) (0.026) (0.020)
Has FACTA 1.869** 0.029
(0.757) (0.018)
Has CreditFreezeLaw 0.996 0.021
(0.702) (0.021)
Income per capita 0.000 -0.000
(0.000) (0.000)
Unemployment rate 0.145 0.005
(0.425) (0.010)
In(population) 6.095 0.132



(12.684) (0.327)

Fraud per capita -0.029* -0.002***
(0.016) (0.000)
State and Time Yes Yes Yes Yes

Fixed Effects

Constant 29.058***  -77.518 6.852*** 4 554
(0.364) (194.260) (0.014) (5.031)
Observations 800 800 800 800
R-squared 0.752 0.759 0.848 0.859
Number of stateid 50 50 50 50

Robust standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Table 6: Effect of law on identity theft, Eq. (2)

Dep var: log(idtheft) D 2) 3)
VARIABLES Lagged Interstate Urban
hasLaw -0.057*** -0.009
(0.020) (0.026)
Law_Urban -0.092***
(0.027)
d1PerOld -0.017
(0.014)
d2PerOld -0.031***
(0.011)
d3PerOld -0.024
(0.015)
State and Time Fixed Yes Yes Yes
Effects
Full set of explanatory Yes Yes Yes
variables
Constant 4.962 8.604* 2.801
(5.127) (5.031) (4.033)
Observations 800 800 800

R-squared 0.857 0.859 0.865



Number of stateid 50 50 50
Robust standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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