
EU AIA Conformity Assessment:
A step-by-step guide

Step 1
Am I obligated to perform a CA?

Q1
Do I fall under

the AIA?

YES

Q2
Is it a ‘high-risk’

AI system?

YES

Q3
Am I the provider?

YES

NO

Material scope: Art 2

Is it an ‘AI system’ as per Art 3(1)?

See Table 1 Classification of
High-risk AI systems under the AIA

AI systems that are safety components of products 
or are themselves products that fall under Annex II

AI Systems that belong to the use cases of Annex III 

+ (EC) the output of the system is not 
purely accessory & is likely to lead to significant 
risks / (EP) significant risk of harm.

NO
Article 3(e) product manufacturer / distributor / importer / 

user / third-party responsible to perform the CA

Step 2
When to perform a CA?

EX ANTE

Before placing the AI system
on the EU market or putting it into
service (definitions in Art 3(9,11))

EX POST

IF
A�er placing the AI system on the EU market or putting it into service:

Substantial modification to the AI system
• NEW AI system

• NEW CA required

IF
reasons of public security or the protection of life and health of 

persons, environmental protection, and the protection of key industrial 
and infrastructural assets 

high-risk AI system placed on the market without a prior CA. (Art 47)

Continued overleaf

AI system that continues to learn + 
pre-determined changes documented 
in the initial CA no new CA required.
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Step 3
What body is conducting the CA?

INTERNAL CA THIRD-PARTY CA

PROVIDER (or any other responsible actor) NOTIFIED BODY (NB)

ANNEX VI AIA

- Quality Management System (Art 17)

- Technical documentation (Art 11) and verification of 
compliance with the Requirements of Title III, Chapter 2

- Design & development process is 
consistent with the technical documentation

- Post-market monitoring (Art 61) is 
consistent with the technical documentation

ANNEX VII AIA

- Assesses the Quality Management System (Art 17)

- Assessed the Technical documentation (Art 11)

Provider submits two applications to the NB
1. For the QMS

2. For the TD

NB:
Assesses the application

Communicates the results to the Provider:

The high-risk AI system is in conformity with 
the Requirements NB issues an EU technical 

documentation assessment certificate

1. Draws up EU declaration of conformity (Annex V AIA)
2. A�xes the CE Marking

The high-risk AI system is not in 
conformity with the Requirements

Step 4
Assess conformity with all requirements for high-risk AI systems

4.1
Is there a Risk Management System in place?

4.2 
Are there high quality datasets used for training, validation and testing?

4.3 
Has technical documentation been drawn up?

4.4 
Is the Automatic recording of events (logs) possible?

4.5 
Is the AI system’s operation su�ciently transparent?

4.6 
Is human oversight of the AI system possible?

4.7 
Is the AI system accurate and robust? Are there cybersecurity 
measures in place?

Does the AI system that make use of techniques 
involving the training of models with data?

1. Identification & Assessment of risks (known and reasonably foreseeable)
2. Evaluation of other possibly arising risks
3. Adoption of Risk Management measures (during the design and development phase of the AI system)
4. Testing of the high-risk AI system

1. CA not a one-o� exercise - Verification of compliance with the Requirements throughout the lifecycle of the high-risk AI system 
2. Post-market monitoring system in place (Art 61) 
3. IF: not in conformity anymore provider (a) inform relevant actors (b) proceed to corrective actions (Art 21)

CA Approved - High-risk AI system is on the market/ in service (EX POST PHASE)

Provider:


