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Executive Summary

Confidential computing promises a significant shift in trustworthiness and verifiability of data processing for the use cases it supports, including training and use of artificial intelligence (AI) models. The technology allows organizations to restrict access to information (such as personal information, intellectual property, or other sensitive or high-risk data) only to specific parties and for specific purposes, through the use of a secure, hardware-based enclave, or “trusted execution environment” (TEE). A TEE allows for isolated data processing with the use of a separate attestation process that governs access and use of data (Part A). Especially for cloud service providers, the use of hardware isolation and cryptographic attestation can reduce the need for trust between entities that otherwise rely primarily on contractual agreements.

Early adoption of confidential computing is particularly prominent in economic sectors that are facing privacy and security challenges due to regulatory pressures, the sensitivity of data, and the use of neural network-based AI models, including financial services, healthcare, and advertising (Part B). As manufacturers develop and adopt confidential computing technologies, policymakers and practitioners should consider a range of potential data protection implications — including transparency and accountability, risks of re-identification, regulatory restrictions related to access and “sale,” law enforcement access, cross-border data transfers, and data localization (Part C).

A. The Basics: What is Confidential Computing?

Confidential computing is an emerging term for a privacy-enhancing technology (“PET”) that has the novel capability to isolate data processing from the rest of a computer and prevent unauthorized access, even from administrators with elevated system privileges. Although organizations define the precise contours of the term differently (Table 1), confidential computing generally involves a range of hardware-based technologies that isolate data processing and provide technically-enforceable administrative safeguards for data while it is actively in use.

<table>
<thead>
<tr>
<th>Source</th>
<th>Leading Descriptions and Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM</td>
<td>“Confidential computing technology isolates sensitive data in a protected CPU enclave during processing. The contents of the enclave, which include the data being processed and the techniques that are used to process it, are accessible only to authorized programming codes. They are invisible and unknowable to anything or anyone else, including the cloud provider.”</td>
</tr>
<tr>
<td>Fortinet</td>
<td>“Confidential computing refers to cloud computing technology that can isolate data within a protected central processing unit (CPU) while it is being processed.”</td>
</tr>
<tr>
<td>National Institute of Standards and Technology (NIST)</td>
<td>“Hardware-enabled features that isolate and process encrypted data in memory so that the data is at less risk of exposure and compromise from concurrent workloads or the underlying system and platform.”</td>
</tr>
<tr>
<td>Intel</td>
<td>“Confidential Computing offers a hardware-based security solution designed to help protect data in use via unique application-isolation technology called a Trusted Execution Environment (TEE).”</td>
</tr>
<tr>
<td>Confidential Computing Consortium</td>
<td>“Confidential Computing is the protection of data in use by performing computation in a hardware-based, attested Trusted Execution Environment.”</td>
</tr>
<tr>
<td>Information Commissioner’s Office (ICO)</td>
<td>“A trusted execution environment (TEE) is a secure area inside a computing device’s central processing unit (CPU). It runs code and accesses information in a way that is isolated from the rest of the system.”</td>
</tr>
</tbody>
</table>

Table 1: Comparison of leading descriptions of confidential computing. Confidential Computing Consortium (CCC) and NIST provide industry-wide definitions that many organizations follow, while other descriptions may reflect competing architectural implementations or marketing language.
Confidential computing leverages two key technologies: trusted execution environments and attestation services. **Trusted execution environments (“TEEs”)** are separate and secure areas within a central processing unit (“CPU”) that isolate data processing from the rest of a computer system.\(^2\) Such isolated processing can offer a spectrum of security and privacy protections for highly sensitive data, the processing of which warrants enhanced safeguards against unauthorized access.\(^3\)

A core function of a TEE is the use of a separate **attestation process** to verify the proper configuration of the TEE. The process of attestation provides cryptographic verification of the hardware and configuration elements of the TEE that govern access to the isolated processing.\(^4\) The configuration of the TEE provides the “rules,” insofar as it governs which entities are authorized to input data, the kinds of datasets and programs that can be processed, and the permitted outputs. Meanwhile, attestation provides a layer of cryptographic verification that those “rules” have been followed, i.e., verification of the TEE’s configuration. The organization that provides a TEE is often, but not necessarily, the same entity that owns or hosts the attestation services for that TEE. Similarly, the physical infrastructure for TEEs and their accompanying attestation services do not need to be located in the same place.\(^5\)

Confidential computing differs in key ways from other Privacy Enhancing Technologies (PETs), including **homomorphic encryption (HE)** and **secure multiparty computation (SMPC)**. All are cryptographic techniques used to ensure privacy and security in computations involving sensitive data.\(^6\) However, while both HE and SMPC offer the means of protecting data in use for limited forms of mathematical comparison between datasets, trusted execution environments provide greater flexibility by establishing an isolated environment for a range of general-purpose computing.\(^7\) By offering the ability to isolate data processing in an attestable environment, confidential computing can alleviate a fundamental lack of trust that many organizations have in **cloud computing**, the on-demand service for computing resources, including applications, servers, data storage, and networking.

**B. Emerging Sectoral Applications**

Early adopters of confidential computing include organizations in regulated industries, such as healthcare and financial services, because these organizations commonly process highly sensitive personal data in collaboration with other organizations.\(^8\) Meanwhile, the regulatory and platform pressures on the online advertising industry are creating incentives for advertising providers to implement stricter safeguards and protections around personal information. At least some large platforms, including Google and Microsoft, are beginning to implement trusted execution environments in browser-based advertising as an alternative to on-device processing.

### 1. Health Care

Health care data, such as that located within patient records, can reflect inherently sensitive details about individuals’ lives, including medical conditions, treatments, and medications.\(^9\) Many laws, in the U.S. and globally, regulate the collection, use, and disclosure of health records and codify security and data protection requirements to safeguard against unauthorized or unlawful access.\(^9\)

At the same time, large quantities of representative and detailed real-world health data are a prerequisite for training reliable and generalizable AI models.\(^10\) Across the healthcare sector, AI technologies are being applied for a wide variety of uses, including administrative tasks, patient engagement, and diagnosis and treatment recommendations.\(^11\) Given the sensitivity and risk associated with processing such data, medical institutions have historically been limited in their ability to share or pool data across datasets to achieve these ends, relying instead on legal exemptions for de-identified data or the use of “limited data sets,” the latter of which refer to health information stripped of certain patient identifiers and subject to a data use agreement.\(^12\) While effective for many purposes, HIPAA-compliant de-identification typically reduces the utility of datasets, often making it more challenging to detect and mitigate bias or study rare diseases or conditions.\(^13\)
In response to these challenges, some health research institutions are adopting confidential computing to safeguard patient health records used to train AI models from unauthorized access. For example, the University of California at San Francisco’s Center for Digital Health Innovations (CDHI) hosts a confidential computing platform to enable AI developers’ algorithms to interact with clinical data for training purposes. According to CDHI, the clinical datasets, the developers’ AI models, and the processing environment (where the algorithm interacts with the data) are stored in separate secure TEEs.

2. **Banking and Financial Services**

Banking and financial institutions are heavily regulated across several legal regimes, including in laws on consumer protection, financial stability, and fraud prevention. In particular, anti-money laundering (AML) laws require financial institutions to record, analyze, and proactively report certain financial transactions suspected of being associated with money laundering or other illegal activity. As a result, large institutions may analyze billions of transactions per day per institution, in furtherance of compliance programs that cost U.S. banks an estimated $25 billion annually and costs the average bank around $48 million per year.

In response to these compliance challenges, many institutions implement automated AML programs using artificial intelligence models to detect money laundering and other forms of financial fraud. In many cases, AML and related fraud detection services are procured from vendors that train AI models on large datasets of financial information, including across multiple institutions. In sharing customer data with AML vendors, financial institutions must navigate restrictions on data sale and transfer (see below, Part C) and typically rely on contractual agreements that the vendor will not re-use or fail to adequately protect the data. Meanwhile, vendors may seek to add additional security measures to ensure they meet regulatory requirements and contractual obligations without impacting their ability to effectively and efficiently analyze the data.

In this context, confidential computing can allow financial institutions to transfer encrypted customer financial information with AML vendors with technical safeguards that reduce the risk that the data can be accessed by unauthorized individuals or for unauthorized purposes, decreasing the reliance on trust through contractual agreements. Although banks and financial institutions are often slow to migrate from legacy technologies, they are also driven by the need for advanced data analytics while complying with regulatory standards. As a result, banks and other financial institutions, such as Swift (Society for Worldwide Interbank Financial Telecommunication), are beginning to use confidential computing to enable AI models that can detect potential fraud or other anomalies in financial data without violating privacy.

3. **Online Advertising**

For several decades, digital advertising has relied on the relatively unrestricted collection and use of individuals’ personal information within a complex ecosystem of advertising intermediaries designed to broker sales between advertisers and publishers, deliver targeted ads, and measure ad effectiveness. These practices have increasingly been the subject of regulatory pressure from U.S. and global lawmakers focused on strengthening individual privacy protections and preventing data-related harms. Meanwhile, large platforms and web browsers have taken significant steps to limit access to advertising-related data about their users, through, for instance, Apple’s Intelligent Tracking Prevention (ITP), Google’s ongoing deprecation of third party cookies, and similar efforts.

As a result of these pressures, advertising technology providers are actively testing a range of privacy-enhancing technologies (PETs), as part of an overall trend toward limiting the unrestricted sharing of personal identifiers. Both Google and Microsoft have begun implementing trusted execution environments in browser-based advertising, in order to leverage the speed, energy efficiency, and scalability that remains challenging to achieve with on-device processing. Meanwhile, Apple is also deploying confidential computing as part of their artificial intelligence infrastructure.

In comparison to typical cloud infrastructure, a TEE can offer cryptographic restrictions that limit access to individual browsing data used for online advertising, as well as potential benefits related to auditability that cannot exist.
with on-device processing (see below, Policy Implications, Section C-I). For example, Google currently uses TEEs as part of Aggregation Service, a tool that generates an aggregated report of the effectiveness of an ad campaign conducted using Privacy Sandbox. In order to mitigate risks of re-identification within any generated report, Aggregation Service injects statistical noise into the raw datasets prior to creating the aggregated report. In doing so, it processes browsing data within a TEE, allowing for the data to be decrypted in an isolated hardware environment, obfuscated with statistical noise, and released in the form of an aggregated report. In other words, the service offers a cryptographic safeguard against an unauthorized user (including the TEE provider) accessing or re-using the underlying data. Notably, Microsoft recently announced a similar confidential computing use case as part of the company’s Edge browser.

While such uses of TEEs remain nascent in online advertising, the combination of benefits and real-world practicality suggests that it may become more prominent over time. For example, Microsoft has recently highlighted the role of Azure confidential computing in enabling “data clean rooms,” or secure environments in which multiple partners access and leverage shared data. Although applicable across a range of industries, data clean rooms, many of which leverage TEEs, are a growing trend in online advertising that will likely continue in light of growing regulatory pressures.

C. Policy Considerations

Confidential computing remains a relatively new computing paradigm, and security researchers are actively researching its use in practice, discovering potential new threats, and improving the protocol. For data protection practitioners and privacy professionals evaluating new tools, confidential computing offers potential benefits for accountability and transparency, and overall risk mitigation. At the same time, its potential roles with respect to restrictions on the “sale” or transfer of data, law enforcement access, cross-border data transfers, and data localization all remain largely untested and contingent on the specific details of management and configuration.

1. Accountability and Transparency

A unique promise of confidential computing is the separation of the attestation service from the underlying computation processes, which can provide certain accountability and transparency benefits to users of sensitive datasets, including through cryptographically guaranteed verification of the configuration of the TEE. At least in theory, this could include the ability to offer external monitoring or control of a dataset to a third-party entity, such as an auditor or regulator.

Specifically, attestation server logs can verify that server activities are aligned with established policies, including verifying that only acceptable metadata, data, and programs are provided entry into the TEE. In addition, attestation server logs can cryptographically authenticate the entities that request access to the TEE, including the authentication of each program or data point provided to the system. Particularly in the context of high-risk or sensitive data, the use of attestation server logs allows users of a TEE to rely on cryptographically guaranteed verification that the data processing is in fact occurring in an isolated environment and subject to the intended policies.

More recent iterations of confidential computing offer the ability to separate the attestation service from the TEE even further, for example by operating the attestation service independently by a trusted third party. Attestation services can be set up on independent machines, maintained, and operated independently by companies, government agencies, and research institutes, or any other trusted third party, even when the TEE or data storage infrastructure are run by a traditional third-party cloud provider. At least in theory, such arrangements could provide even greater monitoring and accountability capabilities to the independent third party.

2. Reducing Risks of Identifiability (Pseudonymization or De-Identification)

Most data protection laws either require or incentivize an organization processing personal data to take steps to reduce the data’s identifiability or the likelihood that data could be linked, directly or indirectly, to a specific identified or identifiable person. An analysis of legal re-identification risk typically includes the existence
and strength of “administrative safeguards,” such as internal controls over who can access data. In aiming to establish greater administrative safeguards, an owner of a TEE could architect the attestation process to create greater controls and limitations around access to the data within those protected datasets.

However, while processing data within a TEE may reduce risks of unauthorized access, it does not lead to any technical reduction in the underlying data’s identifiability. In fact, processing data in a TEE can enable the exact opposite – i.e., the ability to process personally identifiable data in more secure and limited ways, rather than taking steps to de-identify it at a technical level. As a result, while an organization processing personal data in a TEE can have greater control and auditing capacity over the administrative access that is granted, to whom it is granted, and the kind of output that the system allows, the underlying data may still be highly identifiable. Any evaluation of whether information processed in a TEE is sufficiently legally de-identified would require a holistic evaluation of all relevant factors, including both the technical and administrative risks of re-identification and linkability with external data.

3. Access, Sharing, and Sale (“Do Not Sell”)

Emerging U.S. state laws establish a variety of obligations for respecting individual rights to control their personal information, most often in the form of the right to “opt-out” of a company’s “sale” or “sharing” (i.e., transfer) of the information. In most cases, “sale” is a legal term defined broadly enough to include any transfer of personal information to another entity for any accompanying benefit, whether financial or otherwise, outside of the context of a service provider or processor relationship. As a result, a key legal and policy question for many US entities is whether information placed in a TEE may be considered to have been transferred or sold to another entity.

As a threshold matter, the transfer of data to service providers that process data solely on an entity’s behalf (for example, cloud storage providers) is typically not considered a sale or transfer. Businesses generally rely on legally enforceable agreements (contracts) to ensure that their service providers adhere to their data protection promises and obligations. In this context, confidential computing can offer additional layers of technical protections for a company to ensure that a recipient service provider is unable to access data in any functional manner and, therefore, unable to re-use or re-sell it — not solely as a matter of law, but also as a matter of technology. As a result, confidential computing can allow a business to have greater confidence in the relationship and in some cases demonstrate compliance to regulators.

In non-service provider relationships, such as shared data pools or co-ops in which multiple companies place information into a TEE and share insights derived from it, the question of whether the activity constitutes a legal sale or transfer is more complex. Generally speaking, the provision of access to personal data will be considered a sale when the transferring entity receives some form of benefit and the recipient is not restricted in its subsequent uses. For example, in a recent settlement, the California Attorney General alleged that the participation in (and benefiting from) a marketing co-op designed to support the contribution of personal information from unrelated businesses constituted a sale.

In contrast, a TEE could be engineered to allow for a similar co-op relationship, in which unrelated businesses pool information, but with greater limits established on the “output” to avoid any party having direct visibility into the information. If this were the case, the question of whether data has been “shared” would likely depend on the details of the system. For example, relevant factors would include: whether it allows for individualized information or 1:1 matching (e.g., “enhancing” first-party data); whether it allows for only aggregated inferences (similar to differential privacy solutions); and whether businesses are limited in the number of queries they can make. All of these questions would benefit from greater guidance from regulators and are sure to be a key topic of interest in years to come.
4. Law Enforcement Access

In general, the use of a trusted execution environment to protect sensitive or personal information can provide technical safeguards for the data and help ensure that attempts to access it are conducted through appropriate channels. For example, a service provider that is providing a TEE would likely not be capable of responding to a law enforcement request for data residing in the TEE without providing access through the designated attestation process. This can help prevent, for example, threats from a “rogue employee,” or other ways of granting access to unencrypted data in informal or unaccountable ways. Notably, however, the use of a TEE does not prevent the primary controller or owner of the data from responding to legitimate requests, either voluntarily or in response to a legal order.

In some cases, a TEE could also benefit a company’s internal processes for responding to law enforcement requests, insofar as it could be used to centralize the processing of information and limit access to a controlled number of entities and service providers. For example, a non-U.S. company using a U.S.-based cloud service provider could use TEEs, among other safeguards, to ensure that law enforcement requests are made using appropriate legal channels, such as the CLOUD Act, and subject to review using established internal standards and processes.

5. Risk Mitigation in Cross-Border Data Transfers

Organizations that operate globally must navigate legal restrictions that many jurisdictions place on transferring personal information to other jurisdictions (i.e., “cross-border data transfers”). This includes the European Union (EU), which requires that the personal data of Europeans only be processed in a jurisdiction with legal protections that meet or exceed EU data protection standards. In this context, the use of confidential computing would likely be a relevant, if not dispositive, factor in a transfer impact assessment (TIA) that accounts for security risks, especially risks related to insider threats and information-gathering conducted through informal or extra-judicial means.

In general, the GDPR authorizes cross-border transfers of personal data, in the absence of an adequacy decision from the European Commission, if the data exporter “has provided appropriate safeguards, and on the condition that enforceable data subject rights and effective legal remedies for data subjects are available.” Among the options specified in Article 46, most organizations rely on standard contractual clauses (SCCs), or model contracts that serve to raise the level of data protection to GDPR-like standards. However, in recent years, the European Court of Justice (CJEU) has added complexity to this process through its 2020 judgment in Schrems II that SCCs are not alone sufficient to address risks of access by public authorities in an importing country. Following Schrems II, organizations that rely on SCCs to transfer data to a non-adequate jurisdiction must engage in additional analysis by conducting a transfer impact assessment (TIA) and considering “supplementary measures” to ensure sufficient data protection, depending on the laws of the importer country.

A transfer impact assessment (TIA) involves a fact-specific analysis of the circumstances of each data transfer, the legal obligations based on the data subject and origin jurisdictions, the safeguards the organizations put in place to protect the personal data, and the laws in the destination country. This includes the practical risks related to a public authority in the importer country being capable of, and likely to succeed in, an attempt to gain access to the data through formal or informal means, including through backdoors, rogue employees, or mass surveillance mechanisms. If the outcome of a TIA suggests that the organization’s safeguards for the data are not sufficient in light of the legal framework in the recipient country, an organization can adopt supplementary measures, including “technical, contractual and organizational measures,” to fill in the gaps and bring the level of data protection up to GDPR standards.

In this context, processing data within a TEE can potentially provide greater security safeguards for unencrypted data than a traditional cloud processing arrangement. In the latter, owners of data must trust that their cloud provider can sufficiently protect unencrypted data against...
Unauthorized access through side-channel attacks, hardware-based vulnerabilities, and insider threats. In contrast, confidential computing can provide evidence in the attestation process that the cloud provider is complying with certain contractual obligations (e.g., not to inspect or use private data), that the technical safeguards are in place, and that they have not changed from the data owner’s intended configuration. In other words, the hardware-based separation of data processing into a TEE creates an additional cryptographic safeguard against external hardware-based threats and hacking. In a verifiable way, it can also prevent the cloud provider itself, or any other insider or employee, from accessing the data without permission.

These factors, which may be relevant both to the outcome of a TIA and to the potential use of confidential computing solutions as supplementary measures, must be considered on a case-by-case basis, and their relevance will depend on the specific details of its implementation. For example, in addition to the physical location of data, a TIA might consider: the locations, number, and jurisdictions of any additional entities authorized to access data; the location and management of (i.e., keys to) the attestation service itself; and whether the organization is within scope of the CLOUD Act. Each of these factors would influence both the potential security risks, as well as the legal and technical ability for a cloud provider, the owner of the attestation service (if different), or an entity with permitted access, to comply with orders from public authorities that can compel access through the nation’s legal system.

6. Data Localization and Other Restrictions

In most cases, if there is a role for confidential computing in complying with these requirements, it will depend on the specific legal terms and definitions of the relevant law, as well as the configuration of the TEE and the configuration, location, and management of the accompanying attestation service. Similar to the evolving legal questions on the “sale” of data (described above), the processing of protected information in a TEE with limited access could provide additional assurances that the data could not be easily exfiltrated to another location.

D. What’s Ahead

By processing data in a hardware-based isolated environment and with cryptographic attestation processes, confidential computing solutions have the potential to provide unique data protection benefits for organizations that rely on processing sensitive or high-risk data. As with many privacy enhancing technologies, the usefulness, scale of impact, and potential regulatory compliance benefits of confidential computing will depend on the configuration and management of the TEE and its accompanying attestation service. As a result, privacy professionals should consider the full range of implementation details for any confidential computing system in balancing the relevant tradeoffs of cost, scale, and value for the relevant purposes.
A recent KMPG case study found that US banks spend $25 billion on AML programs annually, with the average bank spending $48 million.

For example, the Gramm Leach Bliley Act (GLBA) requires that financial services organizations meet transparency obligations with respect to the privacy of customer financial information, usually in the forms of annual privacy notices or providing individuals with the ability to object to sharing of personal information with third parties. 15 U.S.C. §§ 6801-809.

Cryptographic verification refers to the mathematical confirmation that the configuration of hardware, data, and software is within expected parameters based on the original specification of the TEE. See Consumer Security Resource Center, NIST, https://csrc.nist.gov/glossary/term/verification (last accessed Jun. 13, 2024); and Rahul Awati, Cryptographic checksum, TechTarget, https://www.techtarget.com/searchsecurity/definition/cryptographic-checksum, Dec 2021, (last accessed Apr. 15, 2024).


Homomorphic encryption (HE) allows for computation on an encrypted dataset without intermediate decryption or knowledge of the decryption key, while secure multiparty computation (SMPC) is a protocol that allows multiple parties to jointly compute a function over their (encrypted) inputs while keeping those inputs private. See Privacy-Enhancing Technologies (PETs), Information Commissioner’s Office, https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/data-sharing/privacy-enhancing-technologies (last accessed Jun. 13, 2024).

On conventional computers, data can be encrypted when stored on a hard drive or in cloud storage (“at rest”) and when sent across a network (“in transit”). But encryption’s benefits generally end once an entity needs to process the data (“in use”). See Strong Data Encryption Protects Everyone, Future of Privacy Forum (Jul. 9, 2020), https://fpf.org/encryption-infographic/.


See 45 C.F.R. §§ 164.502(d)(2) (“Uses and disclosures of protected health information”); 45 C.F.R. § 164.520(b) (“Uses and disclosures for which an authorization or opportunity to agree or object is not required”); How Can Covered Entities Use and Disclose Protected Health Information for Research and Comply with the Privacy Rule?, US Dep’t of Health & Human Svcs, https://privacyruleandresearch.nih.gov/pr_08.asp (last accessed Jun. 17, 2024).


For example, the Gramm Leach Bliley Act (GLBA) requires that financial services organizations meet transparency obligations with respect to the privacy of customer financial information, usually in the forms of annual privacy notices or providing individuals with the ability to object to sharing of personal information with third parties. 15 U.S.C. §§ 6801-809.

See, e.g., Bank Secrecy Act (“BSA”) of 1970. 31 U.S.C. § 5311; See also 31 CFR. § 1010.311 (Currency Transaction Report); 31 C.F.R. § 1010.320 (Suspicious Activity Report); 31 C.F.R. § 1010.410 (BSA recordkeeping requirements).


24 In many contexts, on-device processing can offer greater computational speeds insofar as it eliminates the transfer of data from the user to an external server, particularly for people with powerful devices and strong network connections. However, on-device processing remains challenging for auction-based advertising, which is typically performed at scale by ad exchanges with low latency, high throughput network connections to deliver ads within the first 100 milliseconds of a page load. See Maciej Wązdziknisz, Mike Sweeney, How Does Real-Time Bidding (RTB) Work?, Clearcode, Apr. 16, 2024, https://clearcode.cc/blog/real-time-bidding/ (last visited Jun. 21, 2024); see also Amanda Martin, Privacy Sandbox’s Latency Issues Will Cost Publishers, Ad Exchanger, Mar. 4, 2024, https://www.adexchanger.com/the-sell-sider/privacy-sandboxs-latency-issues-will-cost-publishers/ (last accessed May 9, 2024).


31 Server logs are automatically-generated text documents that contain lists of all activities of a specific server in a given period of time. See also Server Log Files in a Nutshell, graylog (Feb. 26, 2021), https://graylog.org/post/server-log-files-in-a-nutshell/ (last accessed Mar. 18, 2024).


33 For example, a government agency concerned about the confidentiality and integrity of personnel files could set acceptable policies in a TEE, be able to rely on cryptographic verification that these policies were used by the hardware to complete the computation, and potentially even be able to comprehensively monitor every event within the server and TEE. See, e.g., Devlin Barrett et al., U.S. Suspects Hackers in China Breached About 4 Million People’s Records, Officials Say, Wall St. J., Jun. 5, 2015, https://www.wsj.com/articles/u-s-suspects-hackers-in-china-behind-government-data-breach-sources-say-1433451888 (last accessed Jun. 21, 2024).

34 Most if not all state privacy laws exempt de-identified data from the definitions of personal data. See, e.g., California Consumer Privacy Act (as amended), Cal. Civ. Code § 1988.140(3); Colorado Privacy Act, CRS § 6-11-103(17)(e); Connecticut Data Privacy Act, Conn. Gen. Stat. § 42-515.
For these reasons, confidential computing is sometimes referred to as “zero trust,” although the phrase is not always strictly accurate. A true “zero trust” architecture involves a wider set of considerations, including network management, ID requirements, and guarantees of data availability. Nat’l Inst. of Standards & Tech., Zero Trust Architecture, Aug. 2020, https://csrc.nist.gov/pubs/sp/800/207/final (last accessed Apr. 23, 2024).

See supra, note 47 (Transfer Impact Assessment templates).

